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Memory organizations produce various kinds of Cultural Heritage (CH) data that is of great
importance for research and society in general, but there are challenges in making the data
available to the general public and humanities researchers. The data often exists in data silos,
sometimes even just as tabular files on computers. This thesis aims to address these issues by
answering questions concerning how CH data can be published in interoperable form for semantic
applications, what kinds of functions such applications can have, and how the creation of such CH
web applications can be supported.

The hypotheses selected in this thesis are that Linked Data (LD) can offer a practical way of
publishing CH data and creating semantic applications; that faceted search, combined with
visualizations for data analysis, offers both researchers and the general public a useful way to
explore data; that CH web applications can be created on top of SPARQL endpoints; and that their
creation can be supported with a software framework created for that purpose.

The research questions and hypotheses were tested by creating new knowledge graphs, web
applications, and methods to open CH as LD and explore it using faceted search. The example
cases used in this thesis to test the research questions and hypotheses include death records
from the Finnish Civil War, records of archaeological finds made by the public, and biographies of
prominent individuals from Finland and various other European countries. The existing legacy CH
datasets were converted to LD and enriched in cooperation with experts from heritage institutions.

The work in this thesis demonstrates that LD can be a practical way to open CH data, that faceted
search applications can be built on top of SPARQL endpoints, and that faceted search combined
with visualizations is a useful tool for opening CH data to be utilized by both researchers and the
general public. The creation of CH applications requires high-quality data, but such applications
can also support improving data quality. The research in this thesis also extends the concept of
faceted search by introducing a novel method for applying faceted search to relations between
entities such as persons and places in addition to the entities themselves.
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Muistiorganisaatiot tuottavat erilaista kulttuuriperintédn (KP) liittyvaa dataa, jolla on suuri merkitys
tutkimukselle ja yhteiskunnalle. Datan avaamisessa yleis6a ja tutkijoita varten on kuitenkin esteita.
Data sijaitsee usein “datasiiloissa”, esimerkiksi taulukkotiedostoina tutkijoiden tietokoneilla. Tama
vaitdskirja pyrkii parantamaan tilannetta vastaamalla kysymyksiin siitd, miten KP-dataa voidaan
julkaista yhteentoimivassa muodossa semanttisille sovelluksille, millaisia ominaisuuksia sellaisilla
sovelluksilla voi olla ja miten sellaisten sovellusten luomista voi helpottaa.

Tahan tyohon on valittu seuraavat hypoteesit: linkitetty data (LD) voi tarjota kaytanndéllisen tavan
julkaista KP-dataa ja luoda semanttisia sovelluksia; fasettihaku, yhdistettyna data-analyyseja
mahdollistaviin visualisaatioihin, tarjoaa tutkijoille ja suurelle yleisélle hyddyllisen tavan tutkia
dataa; web-sovelluksia voidaan luoda SPARQL-paatepisteiden varaan ja sovellusten luomista voi
helpottaa hyddyntamalla valmista sovelluskehysta.

Tutkimuskysymyksia ja hypoteeseja testattiin luomalla uusia tietdmysgraafeja, web-sovelluksia ja

metodeja KP-datan avaamiseen ja datan tutkimiseen. Esimerkkitapauksina tassa tyossa kaytettiin
Suomen siséllissodan uhrien tilastoja, arkeologisia kansalaisloytdja sekd merkittdvien henkildiden

elamakertoja. Esimerkkitapauksissa olemassa olevat tietokannat muunnettiin linkitetyksi dataksi ja
niita rikastettiin yhteistydssa KP-asiantuntijoiden kanssa.

Tama vaitoskirja osoittaa, ettad LD voi olla kaytanndllinen tapa avata kulttuuriperintddataa, etta
fasettihaku on hyddyllinen tyokalu kulttuuriperintddatan avaamisessa ja etta sovelluksia voidaan
luoda SPARQL-paatepisteiden varaan. KP-sovellusten luominen edellyttaa laadukasta dataa,
mutta tallaiset sovellukset voivat my6s auttaa datan laadun parantamisessa. Tutkimus laajentaa
lisaksi fasettihaun kasitetta tietamysgraafien solmujen, kuten henkildiden ja paikkojen, valisten
yhteyksien hakemiseen.
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1. Introduction

1.1 Background and Research Environment

Cultural Heritage (CH) [35, 59] refers to the inherited objects, traditions, and
environment of a culture. Memory organizations, such as museums, libraries,
and archives, manage large amounts of heterogeneous and interlinked CH
(meta)data. Such data is important for understanding our societies, which makes
opening the data to researchers and the general public in the best possible form
important. However, CH data often exists in separate “data silos”. This refers to
isolated data repositories that use incompatible data models and vocabularies
and cannot be easily accessed. Sometimes, they are just tabular files on the
computers of researchers or museum curators; in other cases, there may be a
web application with limited functions using closed endpoints. The information
in the data is also often expressed using uncontrolled terms that are sometimes
not consistent even in the context of that dataset.

This situation is not ideal for humanities research. Opening the data in a
way that is easy to access and that is interoperable with other CH data makes
comparing the data easier. It also allows for easy reuse of resources, so that,
for example, coordinates or a hierarchy of places do not need to be redone for
each research project. To enable CH data to be used to its full potential, the
data should be findable, accessible, interoperable, and reusable for people and
computers, as stated by the FAIR principles [98]. The approach selected and
tested in this thesis to address these issues is to publish the data as Linked
Data (LD) [21, 14] using Resource Description Framework (RDF) [30] knowledge
graphs (KG).

LD can also be referred to as Linked Open Data (LOD) when focusing on the
openness of the data. The concept of openness can be seen to encompass multiple
aspects, including technical openness, legal openness, and accessibility [88]. In
this thesis, openness is seen as something that can always be improved in some
way with, for example, better documentation or better search functions.

This thesis presents multiple cases of opening CH data of memory organiza-
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Introduction

tions using LD. The data used in the case studies presented in this thesis is
mainly from national Finnish heritage organizations: the National Archives
of Finland, the Finnish Heritage Agency (FHA), and the National Museum
of Finland. The datasets range from records of victims of the Finnish Civil
War to records of archaeological metal detecting finds. The development of
these datasets has been done in cooperation with leading experts from memory
organizations.

Often in CH a distinction is made between data and metadata. Metadata is
“data about data”, and plays an important role in the description and admin-
istration of CH data [40]. Although metadata is an important concept for CH
research, in this thesis the distinction between data and metadata is generally
not made, since the distinction is not very important for the purposes of this
thesis, and metadata is always also data'. The examples in this thesis mainly
deal with structured data about, for example, archaeological objects. If the
distinction were made, this kind of data could generally be considered metadata.

Opening LD KGs using triplestores allows technically inclined researchers
and application developers to query the data directly using the SPARQL [54]
query language. However, most researchers and especially the general public
often need user interfaces such as web applications that open the data in a
more easy-to-use manner. Web applications can be very important in making
it possible for end users, both the general public and researchers, to find the
information they are interested in [65]. When applications use the semantics of
a domain, they can be called semantic applications [10].

A major part of this thesis deals with how such applications can be designed,
what kind of features they can have, and how the creation of such applications
can be supported. Web applications presented in this thesis use SPARQL to
query the data. The approach for designing CH web applications selected and
tested in this thesis is based on the faceted search paradigm [149]. The work
gives multiple examples of how faceted search can be applied to explore and
disseminate CH data. The thesis also presents a new way to approach faceted
search by searching relations.

An example of how such an application can look is shown in Figure 1.1 showing
the FindSampo? web application, where a user browses swords found in Finland
using the search functions of the application. The facets on the left allow users to
make selections and the hit counts of the facets are automatically updated after
each selection. The user has selected swords (“miekka”) from the “object type”
facet. Because the facet uses a vocabulary with a hierarchy, this also selects all
the concepts that are defined to be below the sword in the hierarchy, such as
sword hilts (“miekan kahva”). The user could also further refine the search by,
for example, selecting the medieval period from the period facet. The user can

1See for example discussion by Tim Berners-Lee on metadata and Web in https://wuw.
w3.org/DesignIssues/Metadata.html and https://www.w3.org/DesignIssues/
Semantic.html.

2The FindSampo web application can be tested online at: https://findsampo.fi/
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browse the result set for each individual find, or they can visualize the entire
result set with various charts or maps. However, the hit counts of facets can
be interesting in themselves and reveal various insights. For example, in the
example the hit count for swords is 35 while the hit count for spears (“keihés”)
is 36, meaning that a roughly similar amount of finds in the data are swords
and spears. The application queries an LD graph with SPARQL and is created
using the Sampo-UI framework presented in this thesis.

88 FindSampo Q_ Search all content MAPS  SITES | FEEDBACK INFO v
Finds (0
Results: 35 finds = = Q 9 = (B ~ [+3
Active filters: TABLE LIST MAPS HEATMAP TIMELINE PIE/BAR CHART LINE CHART csv
- @ Revove ALL [
Rowsperpage 10 v 1-100f35 > 5l
Object type: miekka €@

Find name (1) Accession number 1 (i) Object type
Narrow down by:
Toxtsearch @ R R

Miekka KM39503:1 miekat
I S —
Object type (1) ~

h wiekds KMa0076:2 miskat
v [J asel178]
e
» [] ammus [4]

» [ heittoase [36]
» [ keihas (ase) [36]

)
» [ kilpi (ase) [3] " j -
FER o Miekan katkel KM40456:4 ek
v [ miekka [35] v x ‘;ﬁw %ﬁ % iekan katkelma 56: miekat
ekan kahva \ .

miekan ponnenalus [2]

Figure 1.1. An example of opening CH LOD with web application: browsing the swords in
FindSampo KG.

An example of a service that a CH web application can offer to end users is
relational search [65]. Relational search or association search [136, 28] deals
with finding potentially interesting connections between entities in data. In
the CH field, this might mean, for example, finding connections formed by
genealogical or teacher-student relations [77], or finding out how people are
related to different places based on biographical life events. This thesis presents
a novel approach to how such a search can be implemented with CH data.

The individual papers of this thesis have been created as part of multiple
research projects. War Victims of Finland 1914-1922 database [159] collects
information about Finnish people killed in wars between 1914 and 1922. This is
a nationally important database that was originally compiled in a government
funded project and opened with a web interface in 2002. It is maintained by the
National Archives of Finland. Publication II describes work done to technically
update the database into a knowledge graph based on ontologies and LD. The
new KG was also improved by adding new information, which resulted in the
creation of the WarVictimSampo 1914-1922 (referred to as WarVictimSampo)
LOD service and portal. This project? was funded by the Finnish government

3https ://seco.cs.aalto.fi/projects/sotasurmat-1914-1922/en/.

19



Introduction

and was carried out in cooperation between the Finnish National Archives and
Aalto University.

Publication IV deals with the opening of the data on archaeological finds made
by the public in Finland. The work was carried out as part of the Finnish
Archaeological Finds Recording Linked Open Database (SuALT)* [148, 158, 78]
project. This was a multidisciplinary project conducted in cooperation with
Aalto University, the University of Helsinki, and the Finnish Heritage Agency
to develop solutions to respond to the need caused by the increased number of
archaeological objects found by the public, usually by hobby metal detecting.

Publication V and Publication VII were written as a part of DigiNUMA: Digital
Solutions for European Numismatic Heritage® project. The project was carried
out in cooperation with Aalto University, the University of Helsinki, and the
National Museum of Finland to address the challenges in creating, publishing,
and analyzing information on numismatic finds reported by citizens.

Publication I was created as part of Semantic Web Publications — Texts as
Data Services (Severi)® project and is related to BiographySampo [73, 74, 76]
data service and portal, that publish biographical data of the Finnish Literature
Society as Linked Data. Publication VIII was created as part of the In/Tangible
European Heritage — Visual Analysis, Curation, and Communication (InTaVia)’
project and is based on the work and reports created during the project. In-
TaVia was a project to harmonize tangible and intangible cultural heritage with
participants from multiple European countries.

Publication IIT and Publication VI deal with the development of web interfaces
for LOD. The created framework is called Sampo-UI®. The Sampo-UI framework
has been and continues to be developed in the course of multiple projects aimed
at disseminating LOD with applications to search, browse, and analyze data.

In addition to these publications, the author has contributed to several other
related articles. They include work dealing with Finnish war victims of the
Second World War [97], publishing interviews of Finnish war veterans [96],
Finnish historical occupations [41], publishing biographical data [73, 75], 19th
century letter data [37, 72], Finnish Opera performances [2], art history [3], har-
monizing cross-border legislation [70], intangible cultural heritage [69], effects
of human decision on archaeological data [104], and parliamentary speeches [63].
The FindSampo project is discussed further in [78] and the DigiNUMA project
in [117]. In addition, a number of reports, abstracts, posters, and shorter con-
ference papers have been written as part of the process of creating the articles
included in this thesis. The work in this thesis builds on and extends the LOD
infrastructure for CH [67] and the Sampo series of systems [66]. The work

4https://blogs.helsinki.fi/sualt—project/
5https://seco.cs.aalto.fi/projects/diginuma/
6https://seco.cs.aalto.fi/projects/severi/
7https://intavia.eu/
8https://seco.cs.aalto.fi/tools/sampo—ui/
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continues as part of the national FIN-CLARIAH? research infrastructure for
Social Sciences and Humanities in Finland, which combines the Pan-European
CLARIN'® and DARIAH!! infrastructures in the Finnish CH context.

1.2 Objectives and Scope

The aim of this thesis is to find ways to make CH data more accessible and
usable to the general public and researchers. This includes improving the
quality of the data itself by making it more findable, accessible, interoperable,
and reusable, but also creating web applications that utilize semantics that
can make searching and analyzing the data faster and require less technical
knowledge. This thesis concentrates on three aspects of the process of bringing
CH data to the end users: modeling and enriching CH data, recognizing potential
features that applications based on CH data can have, and the process of creating
semantic applications for the CH domain. Each of these aspects is represented
by one of the following research questions.

RQ1. How can CH data be published in a way that is interoperable and usable
in semantic applications aimed at researchers and the general public?

RQ2. How can semantic applications be used to disseminate and analyze CH
data in a way that does not require technical expertise from users?

RQ3. How can the process of developing semantic applications employing
faceted search be supported?

RQ1 examines the process of making CH data accessible for research purposes
and for the development of semantic applications. This includes modeling,
linking, and enriching the data. The hypothesis used in this thesis to answer
this research question is that LD can be used to open CH data and can serve as
a basis for creating semantic applications.

RQ2 deals with how semantic web applications can be used to open CH data.
The hypothesis used in this thesis to answer this research question is that
faceted search combined with visualizations for data analysis can be a useful
way to explore the data for both researchers and the general public.

RQ3 focuses on the technical aspects of developing web applications based on
LD and faceted search. Specifically, the focus is on how to support the develop-
ment process so that it requires less effort and expertise from developers. The
hypothesis used in this thesis for this research question is that such applica-
tions can be built on top of SPARQL endpoints, and that development time and

9https://seco.cs.aalto.fi/projects/fin—clariah/
10https://www.clarin.eu/
11https://www.dariah.fi/
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required technical expertise can be reduced by using a software framework that
is a working application that can be used as a starting point for making a new
application with new data.

Table 1.1 shows how the publications are mainly related to the research
questions.

Publication RQ1 RQ2 RQ3

Publication I X X

Publication IT x x
Publication IIT x
Publication IV
Publication V

Publication VI x
Publication VII

Publication VIII

Table 1.1. The relationship between the publications and research questions

1.3 Research Methods and Dissertation Structure

The methodology of this thesis is inspired by the paradigm of design science [57,
125]. Design science is a research methodology where research is approached
by attempting to solve important problems by building and then evaluating
artifacts. The created artifacts can in practice be software systems, models,
methods, vocabularies, or other useful artifacts. The design science process is
iterative. It consists of defining a problem, developing an artifact to help solve
the problem, and then evaluating the artifact. Finally, the results should be
communicated to the appropriate audience [125]. The artifacts created as part
of this thesis process include a variety of methods, knowledge graphs, ontologies,
frameworks, and web services.

The work in this thesis can also been seen to represent action research [11,
6]. Action research is a class of research approaches that has its origin in
social and medical sciences and that has also gained importance in information
systems research. In action research researcher often works in collaboration with
practitioners of certain field with complex problems relevant to the practitioners.
The goal is to gain shared understanding of the issues faced and to improve the
issues faced by practitioners as part of a collaborative, continuous, and often
iterative process. A great part of the work presented in this thesis has been done
in collaboration with cultural heritage practitioners from heritage institutions,
such as the National Archives of Finland and the Finnish Heritage Agency, and
humanities researchers, to help with their existing issues and needs.

Design science and action research have been described as similar [86] and
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dissimilar [81] from each other. This thesis considers them as distinct but
complementary approaches and sources of inspiration for conducting research.
This thesis can be considered to fall under the field of Digital Humanities
(DH) [145, 106], as the articles of the thesis offer computational solutions to
problems in humanities. DH can be seen as either a discipline of it’s own, or a
cross-disciplinary approach that applies computational methods to humanities
related topics.

This thesis is structured as follows. In Chapter 2, the theoretical foundations
related to the research are presented. In Chapter 3, the results of the publica-
tions are reviewed and summarized. Chapter 4 discusses the significance of the
results and the reliability and validity of the research, and provides experiences
and lessons learned with suggestions for the directions of further research.
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2. Theoretical Foundation

2.1 Publishing Cultural Heritage Data

CH can be tangible, intangible, or natural [59]. The research in this thesis deals
with both tangible CH in the form of archaeological object finds and intangible
CH in the form of death records and other biographical information. The key
data producers in the CH sector are memory organizations, but citizen volunteers
can sometimes contribute to the creation of data. An important challenge of CH
data is that it is often separated into individual data silos [122]. There is also a
shortage of interfaces, especially for intangible CH [162]. Making data better
available for research and dissemination to the general public is a central theme
in this thesis.

The datasets opened as part of the projects related to this thesis were created
in part based on reports from nonprofessional volunteers. The new war victims
and corrections to errors in WarVictimSampo are mainly based on information
collected by a nonprofessional individual who collected the data as his own
personal project. Similarly, the data in FindSampo and CoinSampo are based
on reports from hobby metal detectorists. This kind of activity can be described
as citizen science [52]. Although there are varying definitions for the term, for
the purposes of this thesis, it can be broadly seen as an activity where volunteer
members of the general public engage in an activity aimed at improving public
knowledge. Examples of this kind of activity relevant to this thesis include
a project [135] initiated by the Finnish Broadcasting Company YLE, where
members of the public could record and share locations relevant to conflicts
in Finland in the 20th century. Many of the map visualizations used in web
applications created for the research in this thesis are created using data from
the OpenStreetMap! [51] which is a community project where geographic data is
created and shared openly by volunteers. In addition, many of the programming
libraries, tools, and systems used in work related to this thesis are community-
generated.

1https://www.openstreetmap.org/
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Three of the publications in this thesis are related to opening data of ar-
chaeological object finds made by the public. These kinds of finds are mainly
reported by hobby metal detectorists. Hobby metal detecting [157, 156, 118]
is a leisure activity that has grown considerably in popularity during the past
several decades in multiple European countries, including Finland. The legal
status of metal detecting varies from country to country. In Finland?, metal de-
tection is generally legal outside certain protected areas, such as known ancient
monuments, with the permission of the landowner. Legally, all finds older than
one hundred years need to be reported to the FHA. Irresponsible metal detecting
can lead to the theft of valuable artifacts or the destruction of archaeological
sites, but responsible metal detecting can lead to the recording of new finds
and the identification of new archeological sites that may otherwise be at risk
of destruction. Multiple recording schemes have been developed in Europe for
archaeological finds made by the public. One of the earliest and largest of these
is the Portable Antiquities Scheme (PAS) [103] started in 1997 which now covers
all of England and Wales and includes more than one million individual object
finds.

2.1.1 FAIR Principles and Linked Data

The FAIR? Principles [161, 85] are a set of guidelines that are meant to make
scholarly assets more usable to machines and therefore also more useful to
humans. There are four foundational FAIR principles that are supplemented
with 15 guiding principles. These principles refer to data (or any digital object),
metadata, and infrastructure. They are intended as high-level concepts that are
not meant to be tied to any specific technical implementation. The foundational
principles of FAIR are as follows.

¢ Findability: Digital resources should be easy to find for humans and comput-
ers. The data should be assigned persistent globally unique identifiers and
described with rich metadata.

* Accessibility: protocols for retrieving digital resources should be made clear.
Data should be accessible through standardized communication protocols.

¢ Interoperability: Data should be integrated with other data and interoperable
with tools and workflows. The vocabularies used to describe the data should

also comply with the FAIR principles.

* Reusability: Data should be well described, so that it can be easily reused

2The FHA guidlines for metal detectorists are available at https://
stmuseovirastoprod.blob.core.windows.net/museovirasto/Palvelut_ja_
ohjeet/Antiquities_and_metal_detectors_guide_2020_final.pdf.

3https://www.go—fair.org/fair—principles/
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by both humans and computers. Data should be released with a clear and
accessible license.

The FAIR principles deal with questions of interoperability and reuse of
research data and have been embraced by a wide range of stakeholders in
various fields of science [25]. Using FAIR principles to improve data have also
been discussed in the humanities, for example, for historical [12] data and
archaeological [100] data.

Linked Data [21, 14] refers to a set of practices for publishing data on the Web
in an interoperable way. RDF [30] is a standard for representing information as
KGs using Uniform Resource Identifiers (URIs), which often take the format of
Uniform Resource Locators (URLS). Semantic Web* [15, 16, 58] is a concept that
includes elements such as structured machine-understandable presentation of
information and an interlinked network of linked data graphs. The original
vision for the Semantic Web also included elements such as autonomous intel-
ligent agents, which have not been realized. The Semantic Web has received
less attention than many other approaches to artificial intelligence, but has
potential with increasing interest in issues such as explainability and data
provenance [128].

Tim Berners-Lee has proposed [14] four guidelines for publishing data on the
Web: 1) Use URIs that are unique persistent identifiers to name things, 2) Use
HTTP URISs so that people can access the names, 3) Use standards like RDF
and SPARQL Query Language to provide descriptions of URISs, 4) Include links
to other URISs to help finding new information

Berners-Lee has also proposed the so-called 5-star model® for opening data.
The idea is that data can be rated with more stars when it is opened in a more
open and machine-actionable way:

* Make data available on the Web under an open license.

*x Make the data available in structured format.

xx* Make the data available in an open non-proprietary open format.
*x**x* Use URIs to denote things in the data.

xx %% Link the data to other data for context.

To address questions regarding data quality, Hyvonen et al. have proposed
additions to the 5-star model, first a 7-star model [64] and later extending to
the 8-star model [79]. In this concept a sixth star is awarded for additionally
providing a schema for the data, a seventh star is given for providing validation
that the data are formatted correctly according to the schema, and finally, the
eight star is awarded for giving explanation of how the data corresponds to the
facts and of the possible factual errors.

4https ://www.w3.org/standards/semanticweb/

SInformation and resources about the 5-star model are available at https://
5stardata.info/en/.
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LDF.fi% [64] is a service based on the principles of the star model for data
publishing. It makes publishing new RDF data sets easier by automating
publication of schemas and other documentation, and providing automatically
generated human-readable landing pages for URIs. The KGs related to the work
in this thesis are published using the LDF.fi system.

The LD principles and the FAIR principles have a clear overlap, but also
differences [55]. A big philosophical difference is that the LD principles are more
focused on the openness of the data, while the FAIR principles do not explicitly
require the data to be fully open.

The CH sector goals of sharing resources and advancement of human knowl-
edge are naturally compatible with LD principles, and there has been interest
in using LD in the CH field. Although there have been numerous projects, the
adoption of LD in the CH field is still in the early stages. Potential barriers to
adopting LD in the CH field include the lack of financial and human resources
and the lack of technical infrastructure [32].

2.1.2 Cultural Heritage Ontologies

An ontology is a specification of a conceptualization for a certain domain, pro-
viding semantic vocabulary for representing the domain [47]. Ontologies are
also often considered to be shared between multiple parties and to be defined
in a machine-readable manner [48]. The term data model can sometimes be
used for the specification of classes and relations for purposes of a specific
application [141]. In the field of library and information sciences, the term
Knowledge Organization Systems (KOS) [163, 18] is often used to refer to all
kinds of schemes aimed at organizing information. Ontologies can be seen as a
special form of KOS that represents complex relations between objects. Ontolo-
gies can be described using, for example, the RDF Schema’ or the Web Ontology
Language (OWL)® which can facilitate complex logical reasoning.

Ontologies that focus on categorizing objects, instead of describing them in
more complicated ways, and provide hierarchical structures for the concepts,
can be called lightweight ontologies [44]. A commonly used vocabulary that can
be used to express lightweight ontologies is Simple Knowledge Organization
System (SKOS)° [112, 8]. For example, Finnish Finto ontologies use the SKOS
vocabulary. Such hierarchies can be very useful in helping with information
retrieval tasks; however, problems may arise if a user understands the hierarchy
in a different way than the creator of the hierarchy [149]. Sometimes it can be
beneficial to create separate annotation ontologies that are used to describe the
data, and facet ontologies that are created to be more intuitive to end users [144].
When vocabularies are just a collection of controlled terms that are used in data,

6https://www.ldf.fi/
7https://www.w3.org/TR/rdf—schema/
8https://www.wS.org/OWL/
9https://www.wB.org/2009/08/skos—reference/skos.html
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they can be called controlled vocabularies.

CH domain can be characterized by its interdisciplinary nature and the need
to integrate information from a wide variety of sources [35]. Ontologies can be a
useful tool for addressing these integration issues. Ontologies have also been
used in CH applications, for example, to provide semantic recommendations
with explanations, to construct facet hierarchies, and for association discov-
ery [59]. Different types of ontologies can include general concept ontologies,
actor ontologies, place ontologies, time ontologies, event ontologies, and domain
terminologies. A challenge for the CH field is that because it covers such a wide
range of human life, it can require a wide variety of different ontologies.

Numerous ontologies have been developed for CH data. The CIDOC Concep-
tual Reference Model (CRM)'? [34] is perhaps the most widely used ontology in
the CH field. It is a high-level event-based ontology created to allow integration
of CH data. Using events as the basis of the ontology can be beneficial in harmo-
nizing heterogeneous CH data. A potential drawback is that there can be added
complexity when information needs to be expressed through events. CIDOC
CRM is used in a variety of CH applications, for example in [121] to integrate
content from the Ephesus Museum and the British Museum, in [22] to integrate
metadata of medieval manuscripts from various institutes, and for war history
in [113, 95]. CIDOC CRM has also been used in the archaeology domain. It has,
for example, been used as a basis for creating the ARIADNE reference model for
integrating European arcaheological data [36], and in integrating excavation
data in England [20]. CIDOC CRM and Bio CRM [150], an extension of CIDOC
CRM for modeling biographical data, have been the basis for data models in
BiographySampo and InTaVia KGs that have been used as sources in parts of
this thesis.

Europeanal! [84, 24, 27] is a major project that aggregates data from thou-
sands of CH institutions. It is funded by the European Union to promote the
digitization of European culture. The Europeana project developed the Euro-
peana Data Model [83, 139] (EDM) to help harmonize the data provided to it
from diverse sources. EDM has been aligned to the CIDOC CRM [27]. This
will make conversion from CIDOC CRM to Europeana, or vice versa, relatively
easy. However, some European institutions use EDM instead of CIDOC CRM
because it can be simpler to implement and makes it easier to add the data of
an institution to Europeana [134].

Dublin Core'? is a widely used metadata schema in the CH domain [87, 4].
In contrast to the event-based model used in CIDOC CRM, Dublin Core uses
an object-based or document-based approach, where it defines a set of common
properties for describing documents or other objects.

Finland has an existing Semantic Web infrastructure, significant parts of
which were originally developed in the FinnONTO project between 2003 and

10http ://cidoc-crm.org
11h‘ctps ://www.europeana.eu/
12https ://www.dublincore.org/specifications/dublin-core/
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2012, where the CH domain has played a significant role from the beginning
[80, 152]. Many Finnish lightweight ontologies and thesauri are hosted in
the Finto'® [143] service maintained by the National Library of Finland. For
CH domain central Finnish lightweight ontology is the MAO/TAO - Ontology
for Museum Domain and Applied Arts!4. It is designed to help index the
material that is related to the museum domain and is maintained by the Finnish
Heritage Agency. Finnish place ontology YSO places!®, which is maintained by
the National Library of Finland, is also relevant to Finnish CH data. MAO/TAO
and YSO places have been used in multiple projects related to this thesis.

Internationally an important linked data resource is Wikidata [39] which
is based on Wikipedia. Wikidata has been used in many ways to enrich the
data in projects related to this thesis. The vocabularies of the Getty Research
Institute'® [53, 7] have also been important for this thesis. For international
harmonization of archaeological objects, Getty Art & Architecture Thesaurus
(AAT)'7 is an important vocabulary. In the FindSampo project Finnish object
terms were aligned with AAT and through that to FISH!® Archaeological Sci-
ences Thesaurus used by the British Museum. Union List of Artist Names
(ULAN) includes rich relations between artists, such as teacher-student and
patron relations. These relations have been used in a case study in this thesis.

The international Nomisma.org'® [56, 46] ontology provides classes, properties,
and detailed vocabularies for numismatic objects. However, those are incomplete
and tend to focus on the classical era at the moment. Although Nomisma.org is
currently mainly adopted by the classical era numistatic community, the project
is working on adding concepts from the medieval era and beyond. In DigiNUMA
project, the vocabularies related to Finnish numismatic finds were aligned to
the Nomisma concepts.

Integrating heterogeneous CH data can be challenging. For example, the
concepts in CIDOC CRM are abstract and complex in such a way that even
experts can find it difficult to interpret them consistently [116]. Even applying
the less complicated Dublin Core vocabulary was found to have challenges in a
survey of metadata professionals [124].

2.1.3 Sampo Model

The Sampo Model [66] is an informal collection of principles for publishing LOD
and semantic portals. The six principles of the Sampo Model as outlined by Eero
Hyvonen [66] in 2023 are:

13https://www.kansalliskirjasto.fi/en/services/finto
14https://finto.fi/maotao/en/
15https://finto.fi/yso—paikat/en/
16https://www.getty.edu/research/tools/vocabularies/
17https://www.getty.edu/research/tools/vocabularies/aat/

1Shttps://heritage—standards.org.uk/fish—vocabularies/
#archaeological-objects-thesaurus.

19https://nomisma.org/
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* P1 Support collaborative data creation and publishing.
* P2 Use a shared open ontology infrastructure.
¢ P3 Make clear distinction between the LOD service and the user interface.
* P4 Provide multiple perspectives to the same data.
¢ P5 Standardize portal usage by a simple filter-analyze two-step cycle.

* P6 Support data analysis and knowledge discovery in addition to data explo-
ration.

P1, P2, and P3 concern publishing data, while P4, P5, and P6 concern the
construction of web applications. Principles P1 and P2 are related to general
Semantic Web standards. P3 is about the separation of data and the web
application. The data is published on a SPARQL endpoint, and web applications
built on top of the data access the data only through SPARQL queries. This
imposes special requirements for the design of web applications. P4 is about
application design and viewing the data from different points of view. For
example, a user could be offered separate perspectives to search the persons and
places in the data, which can offer new points of view to the same data. P5 is
about designing the user interface around the two-step cycle for research: First,
the target group that the user is interested in is selected, perhaps using faceted
search based on ontologies, and then the target group can be visualized and
examined in different ways. P6 is about offering better ways to analyze the data
in user interfaces.

The Sampo model has evolved on the basis of practical experiences gained
from developing the Sampo series of linked data services and semantic por-
tals since 2002. Currently, there are over 2020 different LOD services and
portals in the Sampo series, most of which are related to CH. The earliest
services were Museum Finland?! [62] (2002, collections of Finnish museums),
CultureSameo22 [61] (2008, Finnish culture), and BookSampo23 (2011-, fiction
literature). Other examples include WarSampo?* [71] (2015-2019, Second World
War in Finland) and BiographySampo?® [73] (2019, biographies). After 2019 the

20A list of Sampo services is available at: https://seco.cs.aalto.fi/
applications/sampo/.

21 MuseumFinland portal is available online at https://www.museosuomi.fi/ as of
27. December 2024, but not actively maintained.

22CultureSampo portal is available online at https://www.kulttuurisampo.fi/ as
of 27. December 2024, but not actively maintained.

23BookSampo portal is available online at https://www.kirjasampo.fi/ [107] as of
27. December 2024, and is actively maintained by the Finnish public libraries.

24WarSampo portal is available online at https://wuw.sotasampo.fi/.
25BiographySampo portal is available online at https://biografiasampo.fi/.
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web applications for Sampo series have generally been done based on the Sampo-
UI framework. These include NameSampo?® [82] (2019, Finnish place names),
Mapping Manuscript Migrations (MMM)?? [60] (2019, medieval manuscripts),
and ParliamentSampo?® [63] (2022, parliamentary speeches).

2.2 Cultural Heritage Applications

Doer [35] identifies four main functions of the CH information systems: collection
management, conservation, research, and presentation. Although there exist
highly specialized systems for each of these areas, there is some overlap. The
applications presented in this thesis aim to be usable for presentation, research,
and even collection management.

2.2.1 Usability and Users

Usability is an important consideration when designing information systems,
such as web applications. One classic way to define usability is through five
usability attributes: learnability, efficiency, memorability, errors, and satis-
faction [114]. Learnability refers to how easy it is to learn to use a system.
Efficiency as a usability attribute refers to how productively a user can use a
system once it’s use has been learned. Memorability refers to how much effort is
required to re-learn to use a system after a period of not using it, and the concept
of errors refers to how well users can avoid errors when using a system. Finally,
satisfaction refers to the satisfaction that users feel when using a system.

Although user satisfaction is important, especially when targeting the general
public, this has not been the main focus of this thesis. The work in this thesis is
mainly concerned with efficiency and learnability.

Potential LD users can be divided into two main categories: lay users, who do
not have a deep technical understanding of LD, and technically skilled users
who do have a deep understanding of LD [31]. An important subcategory of lay
users are domain experts. Humanities researchers can be an example of such
users. These people have domain expertise, for example, in archaeology, but
often only superficial understanding of LD.

2.2.2 Faceted Search

Existing LD interfaces use multiple different interaction paradigms that have
their own strengths [13]. The paradigm on which this thesis mainly focuses is
called faceted search [149, 120]. Faceted search is based on exploring the data
with different structured attributes of the searched resource. These attributes

26NameSampo portal is available online at https://nimisampo.fi/en/.
2TMMM portal is available online at https://mappingmanuscriptmigrations.org.
28ParliamentSampo portal is available online at https://parlamenttisampo.fi/.
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can be organized into different facets. For example, archaeological objects might
be searched with facets based on material, object type, and period. The selections
on the facets can be made in any order. The hit counts for each facet selection
are also shown and updated after each new selection is made.

Faceted search is a powerful tool in part because it allows for open-ended
search where users do not necessarily know exactly what they are searching
beforehand, but issues such as a large number of different facets can cause
usability problems [115]. Faceted search can also be computationally demanding,
as the hit counts need to be updated after each selection is made. An important
factor influencing performance is the number of entities searched.

Faceted search is particularly suitable for exploratory search [110, 99]. In
exploratory search, the user is not only interested in looking up a specific file
or person. Instead, exploratory search is about learning and investigating data.
The incremental nature of faceted search facilitates exploration and the hit
counts of facets can help in discovering patterns in the data.

Faceted search is commonly used in LD applications, especially when they are
aimed at non-technical users [1]. Possible ways of visualizing data include lists,
tables, maps, time-lines, and graphs. Combining faceted search and visualiza-
tions with CH LOD have been an important theme in the Sampo series of portals.
Four example portals are discussed in [102]. These examples show how faceted
search and visualizations can be implemented on top of SPARQL endpoints.
One relevant example for this thesis is the WarSampo portal, and especially it’s
war victims perspective. It can be compared to WarVictimSampo, as they both
deal with Finnish war victims. WarSampo provides nine different application
persceptives to the data. These include perspectives for events, persons, war
victims, and prisoners. Many of these, such as the war victims and prisoners
perspectives, have essentially their own datasets and data models, allowing
search and visualization of a specific dataset. WarSampo also harmonizes the
data using a model based on CIDOC CRM. This event-based harmonized data
is used on the events and persons application perspectives. The war victims
perspective offers a faceted search and various ways to visualize the result set.

2.2.3 Relational Search

Relational search (also known as association search) [136, 28] is a concept that
deals with finding potentially interesting connections between entities in a KG.
In relational search, the task usually is to find interesting semantic associations
between two resources. The concept of relational search has been applied, for
example, to find potential terrorists [136] and for medical research [153]. The
approaches can differ in various ways, including the KG that is searched, the for-
mulation of queries, the methods for finding connections, and the representation
of the results [28].

Generally, the main challenge that these systems have is how to select and
rank the interesting connecting paths and how to weed out the uninteresting
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connections. An early work dealing with ranking associations is SemRank [5].
Later work includes, for example, WiSP [147] which finds and ranks several
paths with a between two resources in Wikidata KG based on relevance. Various
methods have been proposed for ranking connections that can generally be di-
vided into two main categories: data-centric methods, where the ranking is based
on properties of the graph such as size, frequency, centrality, informativeness,
and specificity of a connection, and user-centric methods, where connections are
ranked based on some criteria defined by a user [28, 19].

Explaining relations has been explored in multiple previous studies. In
RelFinder [101, 105] the user selects resources, and the result is a graph visual-
ization showing how the queried resources are related to each other. Similarly
in [127] a tool for explaining paths between given resources in a KG called
RECAP is presented, where the explanations are visualized as a graph showing
the labels of resources. A recent example of a relational search application is
WoolNet?? [49]. In [154] human-readable sentences that explain the relations in
KG are selected from Wikipedia texts and ranked.

Faceted search has also been applied for searching relations. Some applica-
tions presented in literature, e.g., RelFinder [101, 105] and Explass [29], allow
filtering relations between entities with facets. However, the user has to first
select two entities, and faceted search can only be used to filter relations between
the preselected entities.

CultureSampo [61, 109, 77] includes an application in which connections
between two selected artists can be searched. This is an example of applying the
concept to the CH field. The system is based on data extracted from the Getty
ULAN KG.

2.3 Tools for Creating Linked Data Applications

Tools that aim to simplify the creation of semantic portals or web applications
have been part of the Sampo model from the very early stages. OntoViews [108]
was an early attempt to create a tool for creating web portals for linked data
with faceted search functionality. The MuseumFinland [62] and CultureSampo
portals were created using it.

SPARQL Faceter®® [93] is a JavaScript component for building user inter-
faces with faceted search on top of SPARQL endpoints. It is implemented
using AngularJS?!, and is designed so that the application can be implemented
with a minimal back-end server. SPARQL Faceter is used, for example, in the
WarSampo portal. The Web application for Publication I was implemented using

29 demo is available online at: https://woolnet.dcc.uchile.cl/. The link is tested
to work on November 5th 2024.

30S0urce code for the SPARQL Faceter tool is available at GitHub: https://github.
com/SemanticComputing/angular-semantic-faceted-search.

31https://angularjs.org/
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SPARQL Faceter. SPARQL Faceter is implemented so that the faceted search is
directed to instances of a certain class as the basic search space, and each facet
represents a certain property path from the instance of the class to facet values.
This approach to faceted search search has also been adopted in Sampo-UI.

A drawback of the SPARQL based approach is that implementing faceted
search using SPARQL queries can be computationally demanding and, therefore,
slow for users [66]. SPARQL queries are not the only possible way of implement-
ing search in KGs. This is why in many cases various server side solutions such
as ElasticSearch®?, and Solr®? are used to implement the search. For example,
the ARTIADNE project has used ElasticSearch in its archaeology portal [111].

The SPARQL-based approach for implementing faceted search is in accordance
with the principle of the Sampo model, which expects that web applications built
on top of the data access the data only through SPARQL queries. This simplifies
the architecture of the applications. Designing tools with this principle also
makes it possible to use them, at least in principle, with any SPARQL triplestore.

32https://www.elastic.co/elasticsearch
33https://solr.apache.org/guide/6_6/faceting.html
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3. Results

This chapter presents answers to the research questions of the thesis. The
results as a whole and the lessons learned are further reflected in Chapter 4.

3.1 Publishing Cultural Heritage Data (RQ1)

The research question 1 concerns the modeling of CH data for publication.
The results and contributions of this thesis include new methods and multiple
datasets from Finnish heritage institutions that were converted to LD and
enriched in cooperation with heritage agencies and humanities researchers in
the course of multiple projects. While CH is a diverse field, the following section
focuses on war history and archaeological finds, which are the main focus of this
thesis.

3.1.1 State of the Art

The state of the art in publishing CH data, and research data in general, is
to publish the data so that it conforms to the FAIR principles. Publishing the
data in RDF format as LOD is a technical way to address this. State-of-the-art
systems often use LD and ontologies to describe data. However, the complexity
of ontologies is often limited because complicated constructs can be difficult
for human users to master, and the concepts used in CH data can often be
vague or uncertain, causing logical reasoning to be complicated [59]. One data
model commonly used when publishing LOD is the event-based CIDOC CRM
model, which can be useful for interoperability between heterogeneous datasets.
Another example is the document-based Dublin Core model, which offers a direct
and simple table-like model for representing CH metadata.

CIDOC CRM is used in many state-of-the-art systems. It is usually extended
in various ways to fit the needs of the project. The ARIADNEplus project [9]
uses a specialized model called the ARTIADNE ontology based on CIDOC CRM
to harmonize and publish archeological data from around Europe. A model that
has elements from CIDOC CRM is also used, for example, in the MEDEA [33]
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project that publishes archaeological citizen finds from Flanders.

CIDOC CRM aims to provide interoperability with heterogeneous data by pro-
viding a generic model that can be used with different kinds of CH data. Another
option is to use a specialized ontology. Nomisma.org [56, 46] is an example of a
specialized ontology focused on the field of numismatics. It is an international
ontology that aims to provide all the necessary classes and properties required
to semantically represent numismatic objects. Nomisma.org is also working to
provide all the necessary entities, such as mints and rulers, that the field of
numismatic requires. Considering the vast history of numismatics, this requires
a lot of work.

WarSampo [94] is an example of state of the art in publishing war history data.
It publishes data on the Second World War in Finland as LOD. It uses both an
event-based model and a table-like model in different contexts. War victims are
represented in WarSampo using a simple table-like model, similar to Dublin
Core. There is also a CIDOC CRM based model that is generated from the simple
RDF. A simple model is used in War Victims KG of WarSampo, while the CIDOC
CRM based ontology is used to harmonize data from different KGs in WarSampo.
LOD has been used to harmonize data on the events of the First World War in
WW1LOD [113], which uses a model based primarily on CIDOC CRM, but uses
a simpler model that is not based on events to describe relationships between
organizations and people, because the CIDOC CRM model was not considered
intuitive for users in those cases. LOD has also been used to publish data about
the Spanish Civil War. An example of this is the Ontophoto [133] ontology that
was created to disseminate data on historical photos of the Spanish Civil War.

In Sweden, the Swedish Open Cultural Heritage (SOCH) [140] aggregates
and publishes CH data from various stakeholders, such as museums, in LD
format. The data is mapped to its own common RDF-based model® and made
available through API. SOCH allows Swedish CH actors to publish their data as
LOD, without needing to commit too much of their limited resources. The SOCH
data model is focused on entities, or records, and assigning metadata attributes
to them. Some information loss can be unavoidable when aggregating data to
this kind of common model, as the model needs to remain abstract enough to
accommodate different kinds of data.

3.1.2 Improving on the State of the Art

Publication II presents the work of creating the WarVictimSampo KG of Finnish
war victims from 1914 to 1922 by converting the original database to LD and
updating it with new information. The war victims in the database are from
the First World War, the so-called Kindred Nation wars, and most importantly
the Finnish Civil War of 1918. Original data was collected from various sources

1Documentation about the model that SOCH uses is available in Swedish
at https://www.raa.se/hitta-information/k-samsok/att-anvanda-k-samsok/
protokoll-och-parametrar/.
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between 1998 and 2003 in a large project funded by the Finnish government.
The database was an SQL relational database that could only be accessed by the
public through a web application. The database had errors and many victims
were missing.

In the WarVictimSampo project, the data was updated with new victims,
errors were fixed, and the data was converted to RDF with global URI identifiers
and partially linked to external resources. More than 1600 new records were
added to the database. The new records were added in cooperation with experts
from the National Archives. The records are mainly about victims from the
“Red” side of the Finnish Civil War and were not available when the original
database was collected. Numerous corrections were also made to individual
records. This clarifies the large historical picture of the Finnish Civil War and
can be important to relatives of the victims. Having the data in RDF format
conforms to the FAIR principles and makes the data easier to use in any future
research projects.

Due to the nature of the Civil War, many victims did not die in battles but
were executed or died from diseases in prison camps. The records kept were
of varying quality and were sometimes destroyed on purpose. This means
that the data is often uncertain and that different sources can give different,
even opposite, information. Modeling the provenance of individual pieces of
information is very important in this case. In contrast to the WarSampo war
victims data that does not include separate sources for individual pieces of
information, WarVictimSampo introduces a model that allows sources to be
explicitly expressed. The model is based on individual information resources,
which is based on the idea of RDF reification. This allows expressing the source
and other information, such as preserving the sometimes erroneous codes used in
the original database, for each individual piece of information. WarVictimSampo
also includes a separate model with simpler table-like presentation of the most
important pieces of information, mainly those used in facets of the portal. This
model is similar to Dublin Core or the model used for the war victims perspective
of WarSampo, and there each piece of information is connected to a death record
with a single triple, which makes them less complicated and faster to use, for
example, in a web portal when querying a KG using SPARQL when updating the
facet values. However, the more complex model needs to be used when accessing
the provenance of information.

Publication IV presents the work of creating a FAIR LOD dataset of cataloged
archaeological object finds reported by the public from 2015 to 2020. This means
that in contrast to CoinSampo which includes all the reported numismatic object
finds, only important objects taken into collections are included in FindSampo.
In this project, existing records of objects were converted to LOD with global
URI identifiers. The original records were created by experts from the Finnish
Heritage Agency, but, for example, the types of object were not recorded using
a clear controlled vocabulary. Working together with archaeology experts, a
mapping was created from the used terms of object types to the corresponding
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concepts in the MAO/TAO ontology. A new period ontology was created to
represent periods of Finnish history and prehistory with machine-readable
dates. Although the MAO/TAO ontology provides a simple hierarchy, it was
deemed too difficult to use for many use cases. This is why a new facet ontology
was created for the object types. This facet ontology is mapped to object type
concepts from MAO/TAO and provides a hierarchy that is more intuitive to
use. The object type concepts were also mapped to the Getty AAT thesaurus for
international compatibility. The links to the MAO/TAO and AAT vocabularies
were made by experts working on tabular files that were then converted to RDF.
A special script was created to allow for creating a hierarchy for facet ontology
using a tabular file.

To represent classes and properties in the FindSampo KG, the FindSampo
Core ontology was created. This is a simple ontology inspired by the Dublin Core
where objects are the focus, and most information is connected to the object with
properties. This is in contrast to event-based ontology like the CIDOC CRM that
provides more compatibility to wider range of data but can be unnecessarily
complex if only archaeological object finds are modeled. For example, in this
table-like model the production period is expressed with a single triple with the
object as the subject and the period as the predicate. An event-based model like
CIDOC CRM would require a separate production event and therefore more
triples complicating the KG. The property chain from object to period would also
be longer. The event-based model would be more general purpose and make
it easier to use the data with diverse other data. The object-based approach
used here is a compromise that makes the creation of KG easier and also makes
the creation of a faceted search application easier. Although internationally
data on citizen finds can vary slightly, the core properties tend to be the same.
These include object type, material, period, and findspot. This means that
the FindSampo Core ontology could be used to harmonize the most important
elements of international data that are focused mainly on object finds.

Publication VII presents work of creating a FAIR LOD dataset of all numis-
matic citizen finds reported by the public in Finland between 2013 and 2023.
The original data was collected by the curator of the coin finds in the Finnish
National Museum as an excel sheet. Coins are an interesting subtype of citizen
finds. They are usually the most common object type, they have many properties
that can be represented that most objects do not have, such as a mint and
authority (issuer), and they can also usually be dated much more exactly than
most objects.

To represent the coin finds, a new data model was created that is based on the
FindSampo Core ontology but expanded with properties specific to coin finds.
Although Nomisma.org aims to provide classes and properties for numismatic
finds, there were some properties that would not fit well. Nomisma.org also
relies on representing most of the information as part of a “coin type” instead of
the object itself, which can be useful, but it would have been difficult to create
the required instances for the coin types, as they largely do not currently exist
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in Nomisma.org.

During the project, it was found that most of the necessary concepts, such as
mints and rulers required to represent coin finds from Finland, did not exist
in the Nomisma.org vocabularies. For example, out of the 193 authorities (i.e.
rulers) in the CoinSampo only 34 had a corresponding resource in Nomisma.org,
and only 146 individual coins had an authority that has a corresponding con-
cept in Nomisma. Only about a percent of all the reported coin finds from
Finland could be described using the existing mint and authority resources of
Nomisma.org. This is because Nomisma.org is mostly limited to the early era
coins that form only a very small part of the Finnish coin finds. Because of
this, new vocabularies were created to represent the coin finds from Finland.
The initial vocabularies were extracted from the data as tabular files and then
cleaned and mapped to the corresponding concepts in Wikidata and the YSO
ontology. The tabular files were then used to create RDF vocabularies to rep-
resent the data. The vocabularies were then enriched from Wikidata and YSO
with relevant information. Translations into English were added to the concepts
partially from YSO and Wikidata.

To represent uncertainty that is inherent to many coin finds that often are not
in perfect condition, separate concepts that represent uncertain concepts were
created. An example of this is a minting place that is either Sweden or Denmark.
Using such uncertain concepts made it possible to keep the data model simple,
as there was no need to model uncertainty beyond having a separate class for
uncertain concepts.

Publication I and Publication VIII present a model for publishing CH data in
a way that focuses on representing relations between entities such as persons
and places as individual entities themselves. These can be created from existing
CH KGs using SPARQL CONSTRUCT shapes that correspond to predetermined
types on interesting connections. Natural language explanations can be created
for relation entities with simple forms in SPARQL CONSTRUCT queries, where
the labels of the entities are inserted in a form that corresponds to the type of
the relation, for example “X was the teacher of Y”.

Creating a new KG of interesting relations with human readable explanations
made it easier to create web applications for searching and analyzing relations.
For example, Figure 3.1 shows the web application? presented in Publication
VIII where the search is refined with facets to find relations between Austrian
and Finnish persons where the Austrian person is the teacher. For example,
according to the data, Austrian composer Karl Goldmark taught the Finnish
composer Jean Sibelius.

Publication I focuses only on relations between people and places using the
BiographySampo KG of biographical data of important Finnish persons as the
source data. Publication VIII applies the method on person-to-person relations
in InTaVia KG of biographies from multiple European countries, and Getty

2Web application for searching relation in InTaVia KG can be tested online at: https:
//intaviasampo.demo.seco.cs.aalto.fi/.
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Figure 3.1. An example of searching relations: Connections between Austrian and Finnish
persons where an Austrian has been a teacher of a Finnish person.

ULAN art history KG. One drawback of the method is the work required to craft
the SPARQL CONSTRUCT queries that need to be done separately for each
type of interesting connection, and usually for each new KG. The number of
individual relation instances can also grow large for practical applications. It
was noted that the number of interesting connections between people and places
tended to stay relatively low, while the number of connections between persons
could grow very large when dealing with second-degree connections, such as
shared teacher relations.

In Publication VIII it is observed that modeling relation as directed connections
offers better possibilities for implementing search, as semantics are better
preserved. For example, when modeling teacher-student relation as directed
relation, the semantics of which person is the teacher and which one is the
student is known and this knowledge can be used for searching and visualizing
the data. In Figure 3.1 both endpoints, here persons, of the connection have
their own separate facets that can be used to filter the relations. The user has
used the facets to select “was teacher of” as the Austria as the country of “Person
A” and Finland as the country of “Person B”. This means that the results are
only relations where the person from the Austrian biographical collection is the
teacher, and the person from the Finnish collection of biographies is the student.
The hits in “Person B country” also show that while there are 9 biographies
with Finland as the country of origin, there are 19 persons from the Slovenian
collection. A search with roles reversed would show that there are no cases

42



Results

where a person from the Finnish collection would have been a teacher of a person
in Austrian collection. Defining search in such a way would not be possible, or
at least would be harder, if there were not semantic information of the direction
of the connection.

Modeling the relations as undirected connections makes implementing some
search functions and visualizations more difficult, as some semantics are lost,
but the number of relation entities is smaller, so the computational requirements
for memory or faceted search are not as large. This means that if the desired
search or visualization functions do not require semantics of relations direction
to be preserved, omitting it and using undirected relations can be beneficial.

3.2 Application Features (RQ2)

Web applications can offer a useful access point to CH data for both the general
public and researchers. In legacy systems, the web application can be the only
access point that a normal user has to the database, and its users often equate
the web application used to access a database and the database itself. Even
when the data can be accessed directly through, for example, SPARQL queries,
the web application can be a vital tool to search and visualize the data for the
general public and also researchers. This section presents how Finnish CH web
services and the international state of the art have been improved in the case
studies of this thesis.

3.2.1 State of the Art

Multiple ways have been implemented in state-of-the-art systems to improve
search and browsing [1, 131]. Faceted search has been used for searching
and exploring CH KGs, especially in applications aimed at users that are not
technically aligned. Semantic auto-completion can also be used to help search.
For example, the name of a searched person can be automatically completed,
so that users do not necessarily need to fully remember the name of the person
they are interested in. Semantic recommendations can be provided to users
to link the items they are viewing to other similar items. Some systems also
aim to provide users serendipitous results in addition to the expected ones
to provide inspiration. State-of-the-art systems also often offer the option of
visualizing information about the selected group of entities or an individual
entity in different ways, such as charts and maps. Some relevant examples from
the fields of war history and archaeology are given below.

PAS finds database? of the British Museum can be searched using facets, and
the finds can be visualized on a map. PAS is perhaps the earliest and largest
example of publishing archaeological citizen finds. In the Netherlands, the
Portable Antiquities of the Netherlands (PAN) [26] has an application based

3https://finds.org.uk/
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on LD* that records and documents archaeological finds made by the public.
It offers faceted search functions and map visualizations. The MEDEA [33]
project from Flanders also has an application® based on LD for publishing
citizen finds. It offers users the ability to filter results and some basic map
visualizations. ARIADNEplus portal® [132] opens data from the ARIADNEplus
project that aggregates archaeological research data, including object finds, from
multiple European countries. The portal offers a faceted search function based
on ElasticSearch and a table, heat map, and timeline visualization options. The
American Numismatic Society has multiple portals for publishing data on the
classical era numismatics based on LD and the Nomisma.org ontology. These
include Seleucid Coins Online (SCO)? and Online Coins of the Roman Empire
(OCRE)8. The results can be browsed using filters, but a full faceted search with
hit counts is not offered. The results can be viewed as a list and visualized
on a map. These services are based on LD, using an XML database, and are
built using the Open Source Numishare® tool maintained by the American
Numismatic Society.

WarSampo casualties perspective allows for faceted search of Finnish casu-
alties of WW2. In addition to the table view of individual results, there is a
visualization for age distribution and interactive bar chart visualizations for
properties like occupation and gender. Another Finnish resource, in this case
based on a relational database, is Sotapolku'® which was opened in 2016 [92]. It
is a military history portal for crowdsourcing the history of Finnish soldiers in
WW2. It has simple search functions and offers map-based visualizations.

Internationally, there are multiple war history projects based on both LD and
non-LD. For example, 1914-1918-online!! is a portal for publishing articles
about WW1. It is based on Semantic MediaWiki'2, and offers simple faceted
search. Morts Pour la France!® [43] is a database of French war victims in the
First World War, which has a web application with a faceted search, but no
visualization of results beyond a table view.

4https://portable—antiquities.nl/

5https://vondsten.be/
6https://ariadne—infrastructure.eu/portal/
7https://numismatics.org/sco/

8https://numismatics.org/ocre/
9https://github.com/ewgllS/numishare.

10http://sotapolku.fi

Uy ttp://www.1914-1918-online.net
12https://www.semantic—mediawiki.org/wiki/Semantic_MediaWiki

13https://www.memoiredeshommes.sga.defense.gouv.fr/
conflits-et-operations-2/premiere-guerre-mondiale/
morts-pour-la-france-de-la-premiere-guerre-mondiale/
faire-une-recherche.
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3.2.2 Improving on the State of the Art

Publication II presents the WarVictimSampo portal. The portal was created to
help users access WarVictimSampo KG. The portal allows users to search for
and visualize war victims and battles in the KG in various ways. The user can
search for victims with various facets and then access the individual records or
visualize the results sets with various charts and maps. The portal is aimed at
researchers and the general public. It replaced an existing web application for
the war victims database of the National Archives of Finland.

The WarVictimSampo portal offers faceted search and more search functions in
comparison to the old application. The old application also lacks visualizations
and some data related to the victims was not accessible through it. Compared
to the WarSampo casualties perspective, WarVictimSampo offers the ability to
visualize the war casualties of a selected set on a map. There is also a feature that
automatically calculates the average and median values of the age distribution
in addition to showing the distribution as a chart. This is a technically simple
feature, but makes it easier to see differences between groups, while WarSampo
concentrates on getting information about individual victims. For example, in
Figure 3.2 a user has used faceted search in the WarVictimSampo application'*
to select “reds” (“punainen”) and registered province “Turun ja Porin 144ni” when
searching for war victims. This limits the result set to all the victims of Finnish
Civil War who were on the Red side and live in the Turku province. A line chart
visualization for ages of victims has been selected and shows that the median
age of this group is relatively low compared to other victims from the Red side of
the war.

Publication IV presents the FindSampo web application which allows users
to search and visualize cataloged object finds from Finland. The user can
search the objects with various facets and then access the individual records
or visualize the result sets with various charts and maps. Facet ontologies
for object types, materials, and periods offer hierarchies that make it easier
to search for specific objects and select interesting groups to compare with
visualizations. In comparison to existing state-of-the-art web applications, such
as the ARIADNEDplus portal, the PAS database, and Seleucid Coins Online,
FindSampo offers a wider range of visualizations and hierarchical facets to
make it easier to select and analyze groups of objects. For example, Fig. 3.3 is a
screenshot of FindSampo where a user has selected all finds with the material
silver (“hopea”) and selected the “heatmap” visualization showing the relative
numbers of coin finds in different places on a map'®, with a higher concentration
of finds in red and a lower concentration in yellow. Quite a lot of silver objects

l4The WarVictimSampo web application can be tested online at: https://sotasurmat.
narc.fi/en/.

15The map in the screenshot is generated by the application using the Mapbox (https:
//www .mapbox . com/about/maps) service with data from OpenStreetMap (http://www.
openstreetmap.org/copyright). FindSampo also uses map services provided by the
National Land Survey of Finland and the FHA.
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Figure 3.2. An example of using faceted search in WarVictimSampo: The user has selected “reds”
(“Punainen”) and registration province “Turun ja Porin l44ni”.

seem to be found around the town of Himeenlinna.

Publication VII presents the CoinSampo web application, which can be used
to access the CoinSampo KG. The user can explore the coins, the authorities
(rulers), and the mints in the KG with various facets and then access the in-
dividual records or visualize the results sets with various charts and maps.
Published in 2023 and being able to build on previous work, such as Publica-
tion IV and Publication II, the CoinSampo web application is more advanced
and versatile than the WarVictimSampo and FindSampo applications and has
more visualization options than, for example, the ARTADNEplus portal. The
application demonstrates how Linked Data can be utilized for analysis purposes.
For example, the minting places of the coins can be analyzed on a map by using
the location data of the minting place. This is possible because the mint entities
are connected to corresponding entities in Wikipedia that have coordinate infor-
mation that is used to enrich the CoinSampo KG. The Finna'® service has been
used to show images of broadly similar coins, by constructing queries to Finna
based on properties of the coins in the KG.

Publication V presents higher level ideas related to creating the CoinSampo
semantic data service and web application, and generally using such applications
for publishing CH data. The paper shows how web applications can be used
by users with little or no training to quickly create simple analysis of the
data by exploiting faceted search and visualizations. For example, Fig. 3.4
is a screenshot of the CoinSampo!” application where the user has selected
Viking Age from the period facet and Hameenlinna from the municipality facet.

16https ://www.finna.fi/?1lng=en-gb

17The CoinSampo web application can be tested online at: https://coinsampo.1df.
fi/.
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Figure 3.3. A screenshot from the FindSampo application: A heatmap visualization showing
object finds from Finland that are made of silver.

Using the “migrations” visualization, the user can see arcs between the minting
place of the coin and the find municipality, in this case limited to the town of
Hiameenlinna. Such visualizations could be used by researchers, but also, for
example, hobbyists or students interested in local history. Such visualization
and search functions democratize the data by making it easier for the general
public to analyze the data. This visualization also shows certain benefits of LD.
The minting spots are visualized using coordinates that are added to the KG
from Wikidata.

The paper identifies four distinct user types for application opening data about
public archaeological finds: 1) Metal detectorists who find and report the objects
as a hobby and who are interested in history and how the objects they find fit
into larger picture. 2) Researchers, both academic and non-academic, who want
to research historical phenomena. 3) Local historians who are interested in the
history of a specific place, such as their hometown. 4) Collection managers who
can use facets and visualizations to detect errors in their own data.

Publication I presents a method for using faceted search and web applications
to search for relations or associations from CH KGs. The method is based on
materializing the interesting connections in a KG as a new KG of interesting
relations modeled as individual entities. These relation entities can be filtered
using faceted search in a similar way as natural entities such as persons and
places can be searched. Publication I applies this approach to BiographySampo
KG and the relations between persons and places. In Publication VIII this
approach is extended to connections between persons and persons, and case
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Figure 3.4. A screenshot from the CoinSampo application: A map showing arcs between minting
place and find spot.

studies involving the Getty ULAN list of artists, with art history information,
and the InTaVia collection of biographical information from multiple European
countries.

Applying a faceted search to relations offers a different perspective to the
data. In addition to results being relations and their explanations, hit counts
of the relations are different from, for example, individual persons. This can
offer unique insight into the data. Using a KG of interesting relations makes it
convenient to create a faceted search system for relations and to show natural
language explanations of each individual connection. Although precalculated
relation entities make the performance of the faceted search more computa-
tionally efficient compared to calculating relations dynamically, the number of
individual relation entities can grow so large that performance of the faceted
search becomes slow.

3.3 Creating Semantic Applications (RQ3)

While data in an RDF KG can be accessed using SPARQL queries, in practice, for
many user groups and use cases it is more convenient to access the data through
a web application. Creating a complex web application with various different
ways to search and visualize data, and making the application user-friendly and
visually appealing, can be a daunting task that requires technical skills and
effort. This research question deals with how the process of developing such
applications can be supported.
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3.3.1 State of the Art

Linked Data Reactor (LD-R) [90] aims to provide software developers with a
starting point for a JavaScript web application that can be configured to view,
browse, and edit RDF data. FERASAT [91] is a tool built on top of LD-R, and
aims to provide faceted search and visualization tools to facilitate serendipitous
knowledge discovery from LD. Metaphactory'® [50] is a platform for building
applications based on knowledge graphs and SPARQL queries. It is an extensive
commercial platform with a wide range of features, ranging from managing
knowledge graphs to visualizing them and exploring them with faceted search.
ResearchSpace!® [119] is a system designed at the British Museum and is
based on the metaphactory platform. It is designed to support the creation and
representation of CH data by building Semantic Web applications. It is designed
to support LD and especially the CIDOC CRM ontology. Skosmos?® [143] is a
web publication platform for SKOS-based vocabularies and is widely adopted in
publishing lightweight ontologies.

Although there are a number of tools that can be used to create applications
based on LD, there are limitations in many of them. For example, LD-R?!
and SPARQL Faceter?? are not currently actively updated. The metaphactory
platform is actively updated and offers a wide variety of features but is not
fully open source. Skosmos, on the other hand, offers great usability for its
specific purpose of publishing lightweight ontologies. However, it has limited
functionality and lacks, for example, different visualizations of the results.

A starting point from the point of view of this thesis has been the SPARQL
Faceter tool. Multiple portals in the Sampo series have been built using it,
including the WarSampo portal, and the demonstrator in Publication I. The
benefit of SPARQL Faceter is that it requires only a minimal backend, which
simplifies setup. Limitations include facet selections that are limited to one per
facet and outdated technology.

3.3.2 Improving on the State of the Art

Publication III presents the Sampo-UI framework for creating web applications
with faceted search and visualizations on top of SPARQL endpoints. Sampo-
Ul is essentially a working application that can be taken as a starting point

18pocumentation is available at https://help.metaphacts.com/resource/Help:
Documentation.

19GitHub page of the project with documentation is available at: https://github.
com/researchspace/researchspace.

20https://skosmos.org/

211y September 2025 the latest update of LD-R GitHub repository https://github.
com/alilk/1ld-r is from 2022.

2213 September 2025 the latest update of SPARQL Faceter GitHub repository
https://github.com/SemanticComputing/angular-semantic-faceted-search is
from 2018.
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when creating applications for RDF data. It makes creating a faceted search
application faster and requires less programming experience. In comparison to
SPARQL Faceter, Sampo-Ul is a full implementation of a web application instead
of a library that is only meant to implement faceted search. In comparison to
LD-R/FERASAT and metaphactory, Sampo-UI is a simpler lower-level read-only
implementation that is focused on faceted search and visualizations, based on
the Sampo model concept of separating KG and applications built on top of it.
Ideally, this means that the Sampo-UI framework is easier to apply to use cases
where only faceted search and visualizations are required.

Publication VI presents a new version of Sampo-UI where the process is geared
more toward using configuration files. In practice, it was observed that some
things are almost always repeated in mostly similar ways when creating a
faceted search application. Having a higher-level configuration approach for the
most common functionalities means that less new code needs to be written. It can
also be easier to learn to use for people without experience in web development.

The experience of using the initial version of Sampo-UTI to build the WarVic-
timSampo portal is discussed in Publication III and Publication II. Developing
the WarVictimSampo portal was considerably easier than it would have been
without the starting point provided by Sampo-UI. However, adding configuration
options to Sampo-Ul, as discussed in Publication VI, made it much easier to
create new applications so that simple demonstrators can be created in hours.
This is apparent, for example, in Publication VIII which shows examples of
multiple separate applications made with the new version of Sampo-UL.

3.4 Summary of Results

LD was applied in multiple example cases in the studies included in this thesis.
The results of the thesis show that LD can be a useful tool for publishing CH.
However, the examples in this thesis also show that LD can be converted to
different models and that it is possible to publish the data in multiple models
if necessary. It was also determined that CH data often have subtle nuances
that can be difficult to fully cover in a general-purpose ontology, and it was often
necessary to use at least partially specialized models to meet the requirements
of DH researchers.

The results show that faceted search is a powerful tool for both the general
public and CH researchers, as it allows users to explore the data without re-
quiring technical expertise. Faceted search can be implemented with SPARQL
queries; however, the implementation can be more or less complicated and the
queries faster, depending on the data model used.

For creating faceted search applications on top of SPARQL endpoints, it proved
useful to have an application that can be reused as a starting point. However, it
was noted that in practice, it was useful to have declarative configuration files
for the most common functions.
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4. Discussion

The evaluation of research in the Semantic Web domain can be complex [17] as
the effectiveness and usability of the systems depend on multiple factors [23].
This presents challenges for evaluating the methods, tools, and implementations
presented in this thesis. The research in this thesis has been assessed based
on theoretical and practical implications. In addition, reliability and validity
are addressed. Finally, the lessons learned and recommendations for future
research are discussed.

4.1 Theoretical and Practical Implications

4.1.1 Publishing Cultural Heritage Data (RQ1)

The research in this thesis shows that LD can be used to publish CH data. For
the purposes of creating faceted search web applications, the process is made
easier if the conceptualization of the data matches the conceptualization of the
search application. This can sometimes mean somewhat different ontologies
or models than the ontologies that aim to harmonize CH data such as CIDOC
CRM. As shown, for example, in Publication I and Publication VIII, LD KGs can
be converted to other models, and it is possible to have data in multiple forms.
However, one model, perhaps the model that is the easiest to maintain, should
be the primary form.

FindSampo and CoinSampo open data about archaeological object finds made
by the public in Finland. Although data about the cataloged objects that Find-
Sampo publishes is available on FHA web pages, the data was previously mostly
available in PDF files. Also, previously, no proper controlled vocabularies were
used to describe the objects. In FindSampo KG the objects are given individual
URIs and they are described using concepts based on MAO/TAO ontology. The
mapping of the concepts to the Getty AAT vocabulary was also created for the
concepts used to describe object types in FindSampo. This made it easy to add
information about objects in FindSampo KG to the international ARTADNEplus
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portal. CoinSampo opens data about all Finnish reported coin finds between
2013 and 2023. This makes it easier for researchers to make comparative analy-
sis, and also allows metal detectorists to see their own finds online and compare
them to other finds.

This work presents the FindSampo Core ontology for representing archaeolog-
ical finds made by the public. This is a simple artifact-based ontology similar to
Dublin Core. In contrast to, for example, event-based ontology, like the CIDOC
CRM, which is meant to be general-purpose, the FindSampo ontology has only
a small number of classes and properties, making it lightweight and simple to
use. CoinSampo applies the FindSampo approach to numismatic object finds.
Coins are a special type of object that require multiple classes and properties
to describe that are not relevant to most objects. CoinSampo data model does
not try to propose a generic model to represent coins in a way similar to the
Nomisma.org ontology. Publication VII also presents an example of how often im-
precise information about coin finds can be represented by using vague concepts
that can represent multiple options. This was needed because of the nature of
the Finnish coin find data.

The data published in WarVictimSampo improve and make the historical
understanding of the Finnish Civil War more precise, especially the number
of victims. The new data adds some 1600 new victims and corrects numerous
errors in the information on previously recorded victims. Publishing the data as
a LOD KG makes it easier to use the data in future research.

The research in this thesis presents a knowledge-based method for modeling
and extracting relations and their explanations between resources in KGs. Rep-
resenting relations as directed relations, similar to RDF reification, helps when
implementing search, but the number of connections can increase memory and
other computational requirements significantly. By modeling relations so that
the direction is not semantically preserved, one can lower the number of connec-
tions but can make search more difficult to implement depending on what the
desired search functions are. Compared to other approaches to relational search
presented in chapter 2, the approach of using SPARQL CONSTRUCT queries
to extract interesting relations based on defined forms can require much more
work, and it can miss some serendipitous connections that could not be thought
of when defining the forms of interesting connections. Using the predefined
forms it is possible to create fully natural language explanations of connections,
in comparison to the approaches that use combination of human-readable labels
and visual representation to express the explanation of a connection. Using
a knowledge-based approach, it is possible to strictly define the connections
that are interesting in the data and get those connections reliably and consis-
tently. The possibility of using rules and ontologies to create a human-readable
explanation for semantic connections was originally identified in [151], but
without showing actual implementation. Publication I and Publication VIII
present a method for extracting such connections and creating human-readable
explanations.
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4.1.2 Application Features (RQ2)

The work in this thesis improves the state of the art for LD web applications
by showing how applications can be used to compare properties of groups of
individuals and discussing how the same functions in applications can be useful
at the same time for presentation, research, and collection management. Com-
pared to the WarSampo perspective, WarVictimSampo offers more robust tools
for analyzing the data about the war victims. Similarly, FindSampo and Coin-
Sampo are state-of-the-art web applications for analyzing CH data. Compared to
state-of-the-art applications such as PAS, ARIADNE portal, and the applications
of the American Numismatic Society, such as Seleucid Coins Online, they offer
a wider selection of visualization tools. Notably, CoinSampo can offer wider
functionalities compared to FindSampo, because of the more semantically rich
data of the coin finds enriched from Wikidata, showing how often the functions
of applications are less dependent on the application and more on the quality of
the data.

WarVictimSampo pushes the state of the art in publishing war history on
the Web internationally. The national importance of WarVictimSampo, for re-
searchers and the general public, is attested by the numerous articles in national
and local news outlets that reported its release. The new and more accurate data
is the most important improvement, but the web application was also described
by newspapers as being “on another planet” compared to the old web appli-
cation in its usability and versatility [146], and “easier to use for the general
public” [142]. WarVictimSampo is used by historians interested in the Finnish
Civil War, for example, in a recent doctoral thesis on the effects of the Civil War
on the town of Ruovesi [155]. It is also an important resource for genealogists.
For example, the Geneological Society of Finland lists WarVictimSampo first
in their list! of web pages to find information about historical persons in Fin-
land. WarVictimSampo has also been used by journalists interested in local
history [89].

By forming relation instances using the methods presented in this thesis,
the relations can then be explored with a faceted search using tools such as
Sampo-UT and visualized in different ways. Faceted search makes it possible to
focus the search on different groups and reveals the relative numbers between
them. These can be useful in answering certain research questions. In addition
to this, Publication I and Publication VIII also show how the relative numbers of
connections can be searched and visualized. A limitation of this is that faceted
search of relations can be computationally challenging because the number of
relations can be high.

According to Tunkelang [149], the implementation of the search user interface
can be complex if the search is performed for multiple types of entities. In
contrast to this, it was observed that it was more difficult to create an intuitive

1 Available at the homepages of the Geneological Society of Finland at https://www.
genealogia.fi/henkilohakusivuja/. Accessed on 3. December 2024.
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user interface for relational search when the two entities were of the same type,
such as persons. In relational search concept introduced in thesis, the search
can be refined based on the properties of the relation itself, and of both resources
that form the endpoints of the connection. When searching connections between
the same type of entities, such as two persons, it can be difficult to make an
intuitive distinction between the entities. For example, having two separate
facets for the occupations of the two persons in the connection can be unintuitive
to the user.

4.1.3 Creating Semantic Applications (RQ3)

Sampo-UI has been used in multiple internal and external projects. The previous
Norwegian Place Names Portal [126], and the upcoming portal for Radio and
Television Archives of Finland (RTVA) are based on Sampo-UL Golem? lab
research project [123] has used Sampo-UI when implementing their fan-fiction
portal. The Sampo-UI design choices have also been credited as inspiration
for the Knowledge Graph Explorer for the Virtual Record Treasury of Ireland
[130, 129].

PM-Sampo® [137, 138] was created by Dutch researchers in cooperation with
the author and others to help explore the provenance of objects in the collections
of Dutch museums. A small-scale user study was conducted for PM-Sampo
with five cultural heritage professionals, where all participants strongly agreed
that the system supports exploratory analysis in a way that is relevant to their
research.

Researchers at the University of Latvia conducted a test case for Sampo-UI
where a new application was created to explore LD about Nobel Prizes and
Nobel Laureates from Nobelprize.org*. This application, called Nobel Prize
Sampo® [45] was created on top of existing SPARQL endpoint that is controlled
by a third party and runs with a different type of triplestore than has been
used in developing Sampo-UI. The application shows that Sampo-UI can be
used to create a user interface on a KG that is not controlled by the developer of
the UI. However, some difficulties were encountered that required altering the
SPARQL queries created by Sampo-UlI in minor ways. This is because SPARQL
can be implemented in slightly, but potentially meaningfully, different ways on
different triplestores. This does demonstrate a difficulty in creating a generic
framework based on SPARQL queries.

2ht‘cps ://golemlab.eu/

3The demonstrator for PM-Sampo can be tested at https://pmsampo.demo.seco.cs.
aalto.fi/en/.

4https://www.nobelprize.org/about/developer—zone—2/
5Nobel Prize Sampo can be tested at https://nobel-prize-sampo.lumii.lv.
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4.2 Reliability and Validity

The research in this thesis consists of case studies in which specific CH datasets
were converted to LOD. These datasets have their own history and idiosyncrasies.
The research was also carried out mainly using data from a single country and
focuses on a single technology stack. However, the case studies were conducted
in cooperation with leading experts from Finnish memory organizations, so that
they provide added value to them. The demonstrators also provide proof that
the selected approach provides at least a working and useful way to publish CH.

4.3 Lessons Learned

Perhaps the most important lesson learned is how useful it is to immediately
have robust exploration and visualization tools when starting to work with new
data. A simple faceted search will immediately tell a lot about the terms used
in the data: What terms are the most common and what terms are perhaps
mistakes. Similarly, visualizations can be revealing. Maps can immediately
show errors in coordinates that can be obvious on a map but might not have
been noticed otherwise. For example, in CoinSampo, one mint of a gold coin had
initially been mistakenly linked to Batavia in Indonesia. Because the minting
spot was so obviously far away from the others on a map, it was easy to check the
mint again and realize that the correct Batavia is in the Netherlands. Similarly
in WarVictimSampo an error in a Python code creating machine readable dates,
caused by a mistake in handling of the leap day, was spotted from death dates
line chart showing a suspiciously high number of deaths at the end of February.
Faceted search and visualization can therefore also be valuable to users who are
experts in LD as well as lay users. This is true even when users have taken part
in creating the data themselves.

It was also revealing that it was often difficult to use standard ontologies when
publishing CH research datasets. Each CH dataset tends to have their own
idiosyncrasies caused by its individual creation motives and history. Forcing
them to a standard ontology would often cause something of the essence of the
data to be lost, or require considerable amount of extra work. On the other hand,
it is often useful to link used vocabularies to standard vocabularies, such as
Wikidata. This makes it possible to enrich the data and also makes it easier for
others to reuse.

4.4 Recommendations for Further Research
Maintaining and updating knowledge graphs with new information is a theme

that has largely been left outside the scope of this thesis. However, it is relevant
for the long-term viability of any data. For example, WarVictimSampo is contin-
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uously receiving requests from people who want to fix some perceived errors in
the data, often related to their own family members. In this context, there are
at least two different use cases for updating the data that may require different
solutions: an option for the general public to add (suggestions for) new data and
an option for experts to change and add data. In general, adding new data that
is of good quality is challenging and requires work. How to make the process
cost-efficient and convenient is an interesting research question.

Large language models (LLMs) offer new possibilities for knowledge discov-
ery [68]. For example, in relational search, LLMs can potentially be used to
create human-readable explanations of connections and can also potentially find
serendipitous connections. With current technology, LLMs can plausibly be used
to extract connections and generate explanations. However, there are questions
about their reliability and consistency [42]. In comparison, knowledge-based
methods that use KGs make it possible to obtain consistent and reliable results.
Knowledge-based methods, similar to those employed in this thesis, could also
be used to solve quantitative humanities research questions.

Web applications for opening specific datasets to exploration and visualization
can be interesting and useful if a researcher is interested in that specific data.
However, what CH researchers are often more interested in is their own research
data. Based on feedback received for CoinSampo, having a tool that can be set up
without too much effort and be used to explore data locally with faceted search
and visualizations would be useful to many researchers. Simple RDF conversion
and setting up a simple Sampo-UI portal for a data set can be done in a day
if the user is familiar with the technology, but the required level of technical
understanding is much to ask for from a CH scholar. A plan of future work that
has already been started during this thesis includes a system that could, based
on easy to do configuration, take data in CSV format, convert that to RDF, and
also create a rudimentary Sampo-UI web application. This kind of process would
create a limited RDF graph and a portal with limited functionality that could be
run on users’ computers with Docker Compose. This could be enough for many
use cases that CH researchers have and could also be used as a starting point
for more complex applications.

The work of converting the uncontrolled terms used in Finnish archaeology
reports to match controlled vocabulary and to use URI identifiers was started
in the Sualt project and in FindSampo. The work is planned to continue, but
funding is limited. There are larger plans to make archaeological research data
more FAIR in Finland. Although such projects are not currently funded, a new
consortium® is being started to improve the archaeological research infrastruc-
ture in Finland. The consortium brings together the main archaeological actors
in Finland.

Currently, CoinSampo only includes individual coin finds reported by the

6A  home page for the consortium intially called “Arkeologia 2.0” is
available at https://www.museovirasto.fi/fi/kulttuuriymparisto/
arkeologinen-kulttuuriperinto/arkeologia-2-0.
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public, and larger coin hoards from archaeological excavations are excluded. If
the hoards were added to CoinSampo KG, information about all coins found in
Finland would be openly available, which would improve the research situation
for archeologists [38]. Most of the computational infrastructure required exists
in CoinSampo, but some additional work would be needed.

The work done in projects related to this thesis includes work with ontologies
and vocabularies that has not yet been fully documented in research articles. An
example of this is adding FindSampo data to ARIADNEplus. The experiences
of certain other international projects that contributed numismatic finds to
ARIADNEDplus are discussed in [160].

The difficulty of using the Nomisma.org ontology to represent coin finds, noted
in Publication VII, is also recognized by the Nomisma.org project. There is
ongoing work to create a simpler version of the Nomisma.org ontology and to
create a web application based on the FindSampo and CoinSampo approaches.

4.5 Conclusions

This thesis presents multiple case studies where legacy CH data sets were
converted to LOD, linked to external sources, and published on SPARQL end-
points. Web applications were built to explore and visualize the KQs. An open
source framework called Sampo-UI was created to support the creation of web
applications built on top of SPARQL endpoints.

The research and demonstrators created for this thesis show that LD can be
a useful way to publish CH data. Using LD makes the data more aligned with
the FAIR principles. The standardized format and global identifiers used in LD
make the data more reusable and easier to enrich from outside sources, such as
Wikidata, which also use LD. Data can be enriched from outside sources with
information such as hierarchies, coordinates, and images.

The thesis shows that the faceted search is a useful tool for exploring CH data.
It allows users to build their search incrementally and helps to see patterns in
the data. Faceted search requires structured data that is of good quality, but
can also help in improving the quality of the data by pointing out patterns and
mistakes. The thesis also explores new ways to apply faceted search to search
relations between resources in a CH KG. Relations can be explored with faceted
search, which offers new possibilities for understanding the data.

This thesis also shows that web applications can be created efficiently on top of
SPARQL endpoints by using an existing application that is meant to be used as
a framework or template when creating new applications. Using configuration
files to allow for the setting up of the most common functions in a declarative
manner makes the process less complicated for application developers.
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