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Abstract

This paper presents a tool, Finnish Named Entity Linker FINEL, that applies Deep Learning models, including
Large Language Models (LLM), to recognize, disambiguate, and link Named Entities in Cultural Heritage texts.
FINEL is meant for enriching the metadata of textual documents by linking them to Knowledge Graphs (KG).
A zero-shot classification method is proposed that has similarities with Retrieval-Augmented Generation (RAG),
and prototype web service is discussed, alongside its UL, that allows for human intervention when making final
disambiguation decisions. This editing capability is important especially when the linking task cannot be reliably
carried out in automatic fashion due to errors and hallucinations of LLM-based tools. The paper also discusses
lessons learned in using the tool in applications targeted for Digital Humanities (DH) research. The focus of this
work is on Finnish texts, so our methods take into account the particularities of this highly inflectional language and
the resources available for processing it. The paper presents promising preliminary evaluation results of FINEL,
suggesting feasibility of the methods and tools presented: our named entity lemmatizer achieved an accuracy
of 96.5% on our test dataset, and a LL.M of the Llama family reached an accuracy of 97% for entities with one
candidate, while each subsequent candidate resulted in a drop in accuracy.
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1. Introduction

Much of the data that could be used in Digital Humanities (DH) research is available only in unstructured
textual form. Information extraction is then needed for creating metadata based on Knowledge Organi-
zation Systems (KOS) and Knowledge Graphs (KG) (Martinez-Rodriguez, Hogan, and Lopez-Arevalo
2020), publishing Linked Data Services, and building applications on top of them, such as the Sampo
systems (Hyvonen 2022). For example, in our work on publishing the plenary session speeches of
the Parliament of Finland as Linked Open Data (LOD) (Hyvoénen et al. 2024), the speeches had to be
linked to various domain-specific ontologies based on named entities (people, places, organizations, elc.),
keyword resources, and a library classification system (Tamper et al. 2022). A fundamental task here is
Named Entity Recognition (NER) and Linking (NEL). This paper addresses the question of how Large
Language Models (LLM) can be exploited for the task where semantic disambiguation is a key challenge.
This work is focused on Finnish texts, and we discuss some of the pitfalls that occur when performing
natural language processing in this language. However, the ideas presented can also be applied to other
languages.

The task of Named Entity Linking refers to the association of named entities in a text with their
corresponding entries in knowledge bases. Knowledge bases store structured information about entities,
using meaningful predicates such as "married to" or "founded in". The task is thus about bridging the
unstructured text format with the structure of Knowledge Bases.
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This task has a double purpose: on the one hand, it helps to describe and characterize texts by
highlighting its themes, actors, locations and other relevant elements. By providing a Uniform Resource
Identifier (URI) for each of those elements, the text itself becomes more computer-friendly, more
transparent and less ambiguous. On the other hand, this process also allows for clustering, classifying and
searching for specific information inside a dataset. Linking is a two-way relation that not only clarifies
the contents of a text but also helps to place it in relation to other texts by way of its entities.

1.1. Motivation

The main objective of our work is to create a named entity linker that can contribute to increasing
the amount of metadata available for Finnish unstructured texts. This means that Finns can work in
their main language, Finnish, without having to rely on other languages and their tools to enrich and
analyze metadata in applications for Digital Humanities. Although the main purpose of this tool is to
enrich Cultural Heritage texts, it can also be used in other contexts. Thus, the linker benefits from being
database-agnostic, so that any appropriate Linked Data database can be used as the target of the linking.

It is also important to note that we strive to be aware of the computational costs needed to run the
system. In many cases, we chose much smaller, specialized local models even when calls to an external
LLM could be carried out. Additionally, we aim at using open tools and models wherever possible. In the
case of LLMs, local open-weights models are preferred instead of closed-source APIs.

2. Related works

Traditionally, Named Entity Recognition and Named Entity Liking have been separated into different
tasks, although newer works, capitalizing on the breakthroughs of deep neural networks, focus on end-to-
end linking. For example, Ayoola et al. (2022) perform entity detection and disambiguation in a single
forward pass, while Logeswaran et al. (2019) created a zero-shot linking system focused on addressing
domain-shifting, without the need for gazeteers.

With the advent of LLMs, the field of Retrieval-Augmented Generation (Lewis et al. 2020) expanded
dramatically, as summarized in Fan et al. (2024). The interface between LLMs an knowledge graphs can
be considered a subdomain of RAG, and there are many recent works in this field: Baek, Aji, and Saffari
(2023) created a LLLM-based framework to answer questions by verbalizing triples related to entities in
knowledge graphs, while Edge et al. (2024) used abstractive summarization over an entire corpus to find
answers to global questions

Regarding works about the Finnish language, Mikeli (2014) described a web-based tool for annotating
texts based on linked data, which included named entities. Luoma et al. (2020) released a corpus and
tool for Finnish Named Entity Recognition, expanding on Ruokolainen et al. (2020). This work has been
used for example for pseudonymization of court documents (Oksanen et al. 2019) as well as for studying
Parliamentary data (Tamper et al. 2022). However, as far as we are aware, there are no previous works
using neural network techniques for entity linking in Finnish as in this paper.

3. Methods

This system follows the traditional three-step linking process: first, the named entities are identified; then,
candidates are created for each of them; and finally, the entity is linked to one of the candidates. To this
process model, we add a fourth step: a User Interface (UI) for manual revision and editing of the results.
This is to ensure that, especially in critical contexts, such as speeches of parliamentarians, the linking of
the entities mentioned in the text is accurate. The four steps are shown in Figure 1 and are explained in
more detail below.
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Figure 1: The four steps in the Entity Linking process.

3.1. Named Entity Recognition

The process of identifying named entities in a text is delegated to the third-party Named Entity Recognition
tool created by the TurkuNLP Research Group (Luoma et al. 2020). This tool, which is a fine-tuned
version of FInBERT and contains around 125 million parameters, outputs each word of the input text
alongside a tag to indicate (1) if the word is part of a named entity or not and (2) which kind of entity
this is, for example, a Person, a Location, or an Event. The list of entity classes is extensive, but our
system reduces it to six: Person, Location (which groups the original Location, Facilities, and GPE
categories), Event, Artwork, Date, and Organization. Any entity outside of these categories is ignored.
As an example, an unstructured text might mention the entity "Michael Jordan". In the first step, the
system should identify this as an entity and classify it as a Person.

An extra step that has to be carried out by our system is the lemmatization of the entities. This is a
non-trivial task, since the Finnish language has about 15 cases and named entities are often multi-word
phrases that should be lemmatized to different cases. For example, the phrase "Helsingin Sanomissa"
means "in Helsingin Sanomat", in reference to a leading Finnish newspaper. Lemmatization, if done
naively and word-by-word, will output "Helsinki sanoma" or roughly "dispatch Helsinki", ignoring the
meaning and making it hard to identify the entity. The correct lemmatization, meanwhile, preserves the
genitive case of the first term "Helsingin" and the plural case of the second, so that "Sanomissa" becomes
"Sanomat".

We fine-tuned a Finnish T5 model Finnish-NLP/t5-small-n124-finnish' that has around 260
million parameters, using a dataset of around 1 million Wikipedia internal links in Finnish, which we
curated for this purpose. Internal links are those that associate an element in one page with another
Wikipedia page, as can be seen at the end of the following sentence: "Vaikka Amsterdam on Alanko-
maiden perustuslain mukaan maan piikaupunki, sijaitsevat [...] ulkomaiden diplomaattiset edustustot
[[Haag]]issa."z. The last word, "Haagissa", rendered as the element "[[Haag]Jissa" in the the internal
wikitext markup, is a hyperlink from the to the "Haag" Wikipedia page’.

This entity recognition step could be carried out using an LLM, but we have not evaluated their
possible output. It is important to point out that the models we use in this step have several times fewer
parameters than a typical LLM. For example, even the small local model Llama3.1-8B has a parameter
count that is around 20 times larger than both models used in this step combined. Our model is much less
computationally demanding and easier to use without specialized hardware due to the choice of model.
And since the results are stored in a SQLite database (Hipp, Kennedy, and Mistachkin 2024) , they can be
easily ported elsewhere.

3.2. Candidate generation

The task of the candidate generator is to propose linking targets in a Knowledge Graph for the named
entities. Taking advantage of the core strengths of Semantic Web technologies, candidates can originate

Thttps://huggingface.co/Finnish-NLP/t5-small-nl24-finnish
2Text from urlhttps://fi.wikipedia.org/wiki/Amsterdam, accessed 15.6.2025
3hitps://fi. wikipedia.org/wiki/Haag
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from any Linked Data ontology, since they are identified by a unique Uniform Resource Identifier (URI).
However, in order to be useful, candidates have to contain enough information about themselves so that
the entity can be later disambiguated and linked to the most accurate candidate. In the example we gave
above, a myriad of candidates can be created for the entity "Michael Jordan", since this is a common
name in English-speaking countries: it might correspond to a footballer, a politician, a racing driver, a
researcher, a basketball player, or other possibilities — even a song. Thus, candidates should contain a
description of themselves, including their most relevant information points, to be later fed to the LLM in
order to produce well-reasoned conclusions.

In our system, candidate generation is carried out via plugins. This architecture allows for changing
the number and the priority of ontologies to be used depending on the project at hand, so that the targets
of the linking are adjusted accordingly. FINEL goes through each plugin in order, stopping when suitable
candidates are found for the entity in question. We have created generic plugins that use Wikipedia or
Wikidata as ontologies, and plugins tailored to specific ontologies. For example, in the LetterSampo
system, which is focused on searching, browsing, and analyzing correspondences between Finnish
persons of the 19th century (Hyvonen et al. 2025), part of the entities had already been identified for
some of the letters. These entities were enriched via links to Wikidata and made into their own plugin,
which is given priority when searching for candidates. So, for each letter, these previously identified
entities are searched first.

Each plugin can implement the search in different ways, but the generic process has candidate
generation carried out against titles and aliases of entities using SQLite’s FTS5 search plugin® in its
default form. FTS5 provides full-text search on the contents of the database by tokenizing the relevant
tables and creating an index of the location of each token, which results in fast queries. The results of the
query are ranked via the BM25 algorithm inbuilt in SQLite.

The generic plugins we have created can be used with any text. They use arguably the most common
linking targets in use, since these are open, permissive, robust and ever-evolving collaborative databases:
Wikipedia® and Wikidata®, both hosted by the Wikimedia Foundation’. The centrality of Wikipedia
as a linking target is not a new phenomenon: it was already clear almost 20 years ago, when a term,
"wikification", was coined for this very specific task (Mihalcea and Csomai 2007). Wikipedia provides
encyclopedic definitions for topics and entities, while Wikidata is a knowledge graph structured database
created in 2012. Both offer open access and can be edited by its users.

3.2.1. Document memory

A virtual, in-memory SQLite table is created for each document. It saves the names and aliases of entities
that have been found in the document. When it comes to candidate generation, the system always searches
this table first. This way, candidates that have been already seen can be found again if mentioned for
example by alias or surname. In our example, “Jordan” would first recover the previously found “Michael
Jordan™.

3.2.2. Finnish Wikipedia plugin

The Finnish Wikipedia plugin extracts information from Wikipedia dumps and Wikidata and transforms
them into a SQLite database. The so-called "dumps" are downloadable copies of the contents of the wiki®.
The first step is the identification of entities belonging to one of the six categories used in this system
and present in the Finnish Wikipedia. The topmost Wikidata identifier for each of these categories was
manually identified, and they are used in SPARQL queries to the Wikidata Query Service. For example,
the query below finds Wikidata entries that have a Finnish Wikipedia page and are classified as Person

4https://sqlite.org/fts5.html

5In its Finnish version, https:/fi.wikipedia.org/wiki/Wikipedia:Etusivu
Shitps://www.wikidata.org/wiki/Wikidata:Main_Page
Thitps://wikimediafoundation.org/

8hitps://dumps.wikimedia.org/
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("Q5"). (In practice, however, since the volume of responses is large, the query operation has to be carried
out many times to avoid timeouts, using the LIMIT and OFFSET operations.)

PREFIX wd: <http://www.wikidata.org/entity/>
PREFIX wdt: <http://www.wikidata.org/prop/direct/=

SELECT DISTINCT ?item
WHERE {
?item wdt:P31 wd:Q5 .

?sitelink schema:about ?item;
schema:isPartOf ?wiki .
FILTER (?wiki IN (<https://fi.wikipedia.org/=) ) .
}

This process is not perfect, since the open nature of Wikidata ends up leaving the scope of these
categories to active users; as such, there are many instances of non-entities in the lists, such as "Kielikunta"
("Language family") or "Ohjelmointi” ("Programming"). In theory, however, these extra entries, even if
selected as one of the candidates, should be disregarded by the LLLM disambiguator. In this step, recall is
more important than precision.

Once all entities from a certain category are identified, Wikipedia dumps are used to retrieve relevant
information about each of them, including information on redirection and disambiguation pages: the
former work as aliases for a certain entity, while the latter are hubs that list different entities under the
same label. This information is used to populate a SQLite database, alongside identifiers and aliases from
Wikidata and the entity categories explained above. This process is repeated for each of the six categories.

3.2.3. Wikidata database plugin

The Wikidata plugin works by gathering information from entities in Wikidata. The first step in its
creation is the identification of entities in Wikidata, in a similar way to the Wikipedia plugin above, but
recursively, including its sub-categories, and disregarding Wikipedia pages:

PREFIX wd: <http://www.wikidata.org/entity/>
PREFIX wdt: <http://www.wikidata.org/prop/direct/>

SELECT ?item
WHERE {

{ ?item wdt:P279% wd:{cat id}}
¥

A total of around 2,5 million entries was found via this process in January 2025. The number, types
and specific entries will differ depending on the period the search is carried out.

The plugin gathers, for each entity, similar kind of information as the Wikipedia plugin: labels,
categories, aliases, and descriptions in the languages chosen. The default is Finnish and English, with the
latter working as backup.

3.2.4. Wikidata API plugin

This plugin works as a fallback for the previous plugins. It does not store any values locally: instead,
it uses the Wikidata API to search for entities by label. It returns aliases and short descriptions of the
candidates.

3.2.5. YAML

This is an ongoing part of the project, and has not yet been evaluated. In order to add useful information
to the candidates, the predicates in the ontologies can be transformed into YAML-formatted text and
added to the LLM prompt. We are using only first-level predicates, which mean that the predicate of a
predicate is not taken into account. For example, if a country is identified as candidate, its heads of state
will typically be included, among other pieces of information, as long as they appear in the ontology
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at hand, but the parties to which they belong or their inauguration dates will not. This is an attempt at
striking a balance between token load and information relevance.

We are interested in analyzing if the additional information load and the format they are presented
in result in better accuracy than a paragraph of descriptive text. Furthermore, this would allow for the
inclusion of ontologies that do not store textual descriptions, by simply including their statements about
different entities.

3.3. Disambiguation and Linking

This step of the process starts with disambiguation, in order to find out which of the candidates, if any,
corresponds to the entity. In this step, the labels and descriptions of the candidates are fed to an LLM,
alongside dummy candidates that represent "None of the above" and "The entity in question is not a
named entity". The LLM is instructed to explain its choice step-by-step, since this method has been
shown to improve results (Wei et al. 2023). The explanation is to be based on the facts presented and
avoid vague language such as "maybe" and "could". The LLM is also instructed to return its response in
a specific format. The translated version of the LLM prompt template is reproduced in the Appendix A.

This disambiguation process resembles RAG (Lewis et al. 2020) in giving the LLM information it
needs for answering the prompt. Unlike RAG,; it does not add entire chunks of text to the prompt, instead
transforming the task into a multiple-choice question. RAG assumes that the answer sought is in a chunk
of text or a combination of them; FINEL asks a more pointed question, and expects a single entry as
response. Both rely heavily on the ability of the LLM to reason about the information given.

3.4. Manual Review and Editing

The purpose of our research is to create not only a strong baseline for automatic annotation of Finnish
documents but also a user interface that supports its use in applications where correctness of the results
can be controlled by a human user. As such, the entity linking tool is integrated into a front-end interface
that could enable users to seamlessly revise and correct the named entity links found in a document and
then save the metadata for further use in DH research and applications. Such a tool can be used for
example in cases where annotations are critically important, such as in dealing with legal documents or
parliamentary data” (Hyvonen et al. 2024). The user would be able to upload the text to the tool, review
and edit entity links proposed by the tool, and then save the corrected metadata in a fashion similar to the
pseudonymization tool ANOPPI (Oksanen et al. 2019), previously created by our research group.

Figure 2 illustrates the structure of the editing interface. Annotations are embedded into the text
as clickable components that bring up a menu for different editing functionalities. The color of the
annotations depends on the type of the group to which it is attached. Hovering over an annotation or the
group it belongs to will highlight all the annotations contained in the same group.

Singular annotations can also be modified. In addition to deleting any unwanted annotations, the user
can also modify the start and end points of the annotation as shown in Figure 3 if, for example, the
entity identification step has either missed or included excess tokens for the entity. Annotations can also
be migrated from one group to another (see Figure 4) if a named entity has been mistakenly linked to
different candidates between annotations. It is also possible to unlink an annotation from a group (the
next button to the right in the menu in Figure 4), forming a new group on its own, if two different entities
have mistakenly been linked to the same candidate.

It is also possible to add completely new annotations in the UL, as illustrated in Figure 5. New
annotations can be linked to any existing group already used in the text or a completely new group can
be created by filling its information. The interface will also be able to call the backend so that new
candidates can be generated for both existing and new entities. The text with its annotation components
is then regenerated to instantly reflect this new annotation and possible new group.

90ur group has released, among others, the LawSampo (https:/lakisampo.fi/) and ParliamentSampo (https:/parlamenttisampo.fi/)
data services and semantic portals which use linked data.
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Figure 2: In the Ul annotations are grouped based on the referenced entity and allows these groups to be edited.

& & &% a. Poliisi otti kiinni tapahtumapaikalta

Helsingin Pitdjanmaelld tapahtui epdilty tapon yri_ €™ @

kaksi henkildd. Tutkinnanjohlajana toimii riko: isario Matti Meik3l3inen . |Meikaldisen mukaan epdillyt ovat poliisille

ennestaan tuttuja. Todistajia on vield kuulegtta. Asiasta uutisoitiin ensimmaisend Helsingin Sanomissa .

Edit annotation range
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Edit annotation range
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Annotation range
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Cancel

Save annotation range

Annotation range
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Cancel

Save annotation range

Figure 3: If an annotation is missing a part of the named entity (e.g., a word in front that should be part of its
label), the annotation start and end points can be edited in the UL

At the moment of writing, the finished annotated text can be downloaded in JSON format from the top
of the page. New texts can be added by uploading pre-annotated JSON files in the same format that the
UT outputs or by pasting and submitting plain text inside a dedicated tab for generating new text projects.

4. Evaluation

In this section, we evaluate two aspects of FINEL: Named Entity Lemmatization, which is essential for
candidate generation, and Entity Disambiguation. The task of Named Entity Recognition has not been
evaluated, since it uses a third-party tool that has undergone its own evaluation in Luoma et al. (2020).
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Figure 4: Annotations can be migrated to an existing group in the Ul.
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Figure 5: New annotations can be added using the Ul, either linking new annotations to existing groups or
creating new ones.

4.1. Named Entity Lemmatization

The evaluation of Named Entity Lemmatization was carried out using a test set of 10K Wikipedia internal
links previously analogous to the training set. It obtained an accuracy of 96.5%. A qualitative analysis
showed that most errors occur when handling non-Finnish names. Moreover, a similar test realized on a
similarly fine-tuned multilingual T5'" with around 300K parameters, only obtained an accuracy of around
83%. This demonstrates that the knowledge of Finnish grammar incorporated in the models is essential
for the success of this task.

4.2. Entity Disambiguation

The evaluation of the Entity Disambiguation step was carried out using a dataset of Featured Articles
obtained in April 2024 from the Finnish Wikipedia, which was processed to recognize entities and
generate candidates. The system was set up to reproduce the linking task of the LLM, presenting the

0g00g1e/mt5-small from hitps:/huggingface.co/google/mt5-small
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Table 1
Disambiguation evaluation with Llama3.3-70b, unique surface forms. N=349

# candidates  # entities Accuracy (row) Accuracy (cumul.)

1 274 0.97 0.89
2 31 0.77 0.59
3 15 0.73 0.47
4 9 0.56 0.33
5 5 0.8 0.24
6+ 15 0.0 0.0

human assessor with a random entity and its assigned candidates. "Not an entity" and "None of the above"
were also given as alternatives. The assessor indicates which of the alternatives is correct, which is then
compared to the answers given by the LLM. This evaluation is thus strictly not assessing recognition of
entities, but only the linking task, which means that entities missed in the NER step were not manually
annotated.

The model used in the evaluation is Llama3.3-70B, with 70 billion parameters. This model was chosen
due to its open-weights nature, which means that it can be self-hosted instead of used exclusively via an
API call, and its ratio of size-to-capabilities. Other models are still being evaluated.

Two evaluations were carried out, one that takes into account unique surface (i.e., inflected) forms of
the entities (Table 1), and another with unique entities, regardless of their surface form (Table 2). These
results show entities whose correct linking target was found among the candidates. Both tables have the
following columns:

« # candidates: how many candidates were found for the entities.

« # entities: how many entities with this many candidates.

* Accuracy (row): the accuracy of this this row (entities with this many candidates).

* Accuracy (cumul.): accuracy that takes into account entities in rows under this one. This is a
bottom-to-top cumulative accuracy, weighted by number of entities.

The tables show strong accuracy for entities with only one candidate, reaching 97%. This means that
in these cases the LLM does not reject the candidate by choosing "None of the above" or "Not an entity",
or some other response as the answer. In both tables, there is a marked decay in the following rows,
reaching 0% accuracy for entities with six or more candidates''. This decay is much more noticeable in
Table 2, although the small quantities assessed make this table less reliable.

Table 1 shows the results for a total of 349 entity surface forms. Further 38, or around 10% of the
total, were identified entities to which the correct candidate was not found. This can be regarded as an
evaluation of the candidate generation step, with the caveat that the entities found in Wikinews tend to be
well-known. In around 32% of these cases, the LLM chose a spurious candidate. These numbers are not
included or reflected in the tables.

A more robust evaluation is underway, including a more thorough assessment of the kinds of answers
given by the LLMs in order to further adjust the prompt.

In addition to evaluating FINEL formally, the tool has been or is being applied to a number of
applications, as discussed in the next sections.

5. Applications: Enriching LetterSampo
To test usability of FINEL in practical applications for DH research, it has been used to link named entities

found in the letters of the critical edition of the works of the philosopher and statesman J. V. Snellman
(1806-1881)'?, managed by the Snellman Institute. The resulting metadata was then incorporated to the

This might be due, at least partially, to token overflow in the input of the LLM. We are investigating this possibility.
12J. V. Snellman Kootut teokset: https://snellman kootutteokset.fi/
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Table 2
Disambiguation evaluation with Llama3.3-70b, unique entities. N=281

# candidates  # entities Accuracy (row) Accuracy (cumul.)

6+ 14 0.0 0.0
<ﬁ 0 Search metadata
J. V. Snellman (3) v
Keyword w —
Keyword (sutamatically) v TAHLE
Forwa per page 30w 110t 10
Mentioned person (automatically) [1 Title (D) sander () Recipient () Relatad antlty Mentionad aniity
v Can Juliys Lengtimille Sneliman, Johan Vilhelm Lénatrtim, Carl Jully Yliopists Veikko
O Jumsla [21] w  Zacharias Hzeggstromitta Haegystréim, Zacharias Sneliman, Johan Yilbelm Vlicpiste Akatemia
charias Haeggst
[0 Zacharins Haeggstrom [13] % Facharias Hzeggstromitta Haegystram, acharias sneliman, Jahan Vilheim Tukhalma Helsngin seudun
Georg Wilhelm Friedrich Hegel [10]
§ chariss Hasooslamills i, Zac Sl sityistalous .. " ul Lo
[ Jahan Jskab Narvander [16] v Zacheries Hesyostoomila Useayzuiim, Zachaviay Snelbran, Joban Yilbehn Whsityistalous Jebnn Cal Lath
[ wen l10] W Per Enk Bargtalkitta Barghalk, Por Fnik Snadiman, JJohan Vilhaim Tukhalma Peter Holrnch vl
[ Jahan Jekob Mordstséen [10]
*  BerEnk Bergfalkilta Bergfal Per Erik Sneliman, Johan Yilkslm Tukhalma ... Georg Wilhelm Fr
[ Adolf tvar Arwidsson [10] ; ?
[ Per Erik Bergfalk [8] w  PerErk Bergralkilta Bergfak Per Eri Sneliman, Johan Yilkelm Tukhalma .. Per Erik Bergfalk
[ Freija 8]
Johan Jakoh Tengstramitta 11.12.1843 ‘engstréen, Jahan Jakoh sneliman, Jahan Yilheim Opettaja Saksa
[[] siglsmund 111 1566-1632. Ruotsn kuningas [&]
— . BT \, okoh Ededrich Resftilie. konsepti Suelirpy Johen Yilhekn Bsill skl Trisdrich Opetiss . Saksa .
FARFALES]
. W Jahan Jakoh Mervanderitta Moreandar, Jahan Jakon snaliman, Jahan Vilhaim Mervander, Jahan Jakob irkkala
Wenticned place (autematically) [
[ Rustsi [10]

Tukhalma [10]

Figure 6: Using LetterSampo portal for searching the letters of J. V. Snellman by faceted search. The facets are
on tghe left and search results on the right, filtered by selecting Hegel as Mentioned person and Stockholm as
Menitoned place

in-use semantic portal LetterSampo Finland — Finnish Nineteenth-Century Letters on the Semantic Web
(Hyvénen et al. 2025)'3. In this application, named entities were used as facets in faceted search (Hearst
et al. 2002) that help filter the letters based on their contents, i.e., on the entities mentioned in the letters.
The entities were also used to link letters together, e.g., letters mentioning the same people or places,
and for visualizing letters of maps based on the coordinates of the linked places. By linking entities,
their data can be enriched from related data sources, such as Wikidata for coordinates. For example, in
Figure 6 correspondences of J. V. Snellman have been grouped thematically together in the search result
by selecting Georg Wilhelm Friedrich Hegel, the German philosopher who influenced J. V. Snellman, on
the Mentioned person facet and Stockholm (Tukholma in Finnish) on the Mentioned place facet. The new
facets based on FINEL can help the users of the portal to search and navigate the correspondences, as
well as help experts to create networks and graphs in order to analyze the texts.

6. Discussion

Our main objective in working on this project is to increase the digital presence of Finnish, making the
existing metadata-processing tools for this language more robust and full-featured. However, working
with a language which is so peripheral even in an European context is challenging, which can be seen in

Bportal available at: https:/kirjesampo.fi
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practice in the absence of tools and resources such as open datasets.

This paper describes an entity linking system in Finnish, which capitalizes on existing tools and models
in order to extract named entities, generate candidates for them and choose the best candidate for linking.
It showed that existing LLMs are capable of dealing with Finnish text satisfactorily. These results suggest
the feasibility of the methods and tools presented here.

6.1. Future Plans

The main additions planned for the functioning of FINEL: the comparison between different open-
weights LLMs, to avoid committing to a single LLM family; the addition of predicates as YAML; the
refinement of the input prompt, which would allow for both adding potentially important information
about the candidates and utilizing knowledge graphs that do not store textual descriptions; and finally, our
front-end interface for editing links will be finalized and integrated with our system. The system will be
open-sourced in its entirety, alongside the datasets used to create it.

Additionally, another practical use case of FINELwill be to enrich the textual speeches of the speakers
at the Parliament of Finland in the already-existing PaliamentSampo. This will replace the current Named
Entity Linking system, which recognizes Members of Parliament (MP) and places mentioned in the
speeches. The results will be integrated with the analysis tools already existing in ParliamentSampo,
including timelines, pie charts/histograms and maps, as customary in Sampo portals based on the Sampo-
UI framework (Ikkala et al. 2022; Rantala et al. 2023) As can be seen in this case, additional metadata
not only facilitates filtering speeches in useful ways as in the LetterSampo case mentioned earlier, but
also makes it possible to study how the MPs and parties refer to each other in their speeches by using
methods of Network Analysis (Poikkimiiki et al. 2022).
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A. Appendix: LLM Prompts

The basic disambiguation prompt is a Python Template defined as follows. This is a translation of the
Finnish original done by Google Gemini 2.0 Flash:

instructions = Template(

nmmn

You are proficient in the Finnish language and an expert in entity disambiguation.
Given text: "$paragraph"
Entity mentioned in the text: "$entity_form"

Candidates for this entity:
$candidates

Choose the best candidate from the candidates above based on the information in the text.
Justify your choice step by step and clearly.
Write your answer in the following format:

# Explanation: <Explanation of the answer, with justifications step by step and clearly.>

# Answer: <Candidate number> <Candidate name>
Note the following in your answer:

* Use the exact number and name of the candidate in your answer.

* Do not add extra characters or text to the answer.

* Explain your choice in detail, referring to the information in the text.
Why did you choose this particular candidate?
Why are the other candidates not as good?
What information in the text relates to this?

* Avoid vague expressions such as "could be" or "possibly”.
Justify your choice factually.

*# If it is not a named entity, choose the candidate named
"Kyseessid ei ole nimetty entiteetti" (This is not a named entity).

*# If none of the candidates match the entity, choose the candidate named
"Ei mikdian ylla olevista" (None of the above).

$date

Absolutely remember to format your answer according to the instructions.

mmnn

While the date section might exist or not depending on the information available:

date = Template(
nun
* The date of this text is $doc_date (in YYYY-MM-DD or YYYYMMDD format).
Exclude answers where a person’s date of birth or an event’s
date is known and is later than $doc_date, unless the exception
is clearly consistent.

nmmn
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