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Abstract
The DARIAH-EU infrastructure for Digital Humanities (DH) is often focusing on using structured data
for quantitative studies, while the EU-CLARIN infrastructure deals primarily with unstructured natural
language texts. However, in DH research both texts and structured data are often needed. It therefore
makes sense to develop and use both infrastructures together, as suggested in the Dutch CLARIAH pro-
gramme and the corresponding FIN-CLARIAH initiative in Finland, a new part of the Finnish research
infrastructure road map of the Academy of Finland. This poster paper introduces work in FIN-CLARIAH
relating to the idea of integrating natural language processing (NLP) tools with the Linked Open Data
(LOD) Infrastructure for Digital Humanities in Finland (LODI4DH). We present a plan for NLP services
to be opened as part of the Linked Data Finland (LDF.fi) platform. The new services are used on the other
hand for knowledge extraction from Finnish texts for weaving LOD, and on the other hand for language
DH data analyses of the published datasets in applications in many domains, such as political culture.
The extended LDF.fi platform will provide users with documented APIs for NLP services using unified
output formats as well as software delivery as Docker containers, to lower the bar for deployment.
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1. Introduction

FIN-CLARIAH (2022–) is the premier Finnish digital research infrastructure development initia-
tive for Social Sciences and Humanities (SSH) comprising two components:

1. FIN-CLARIN: Finnish dimension of the pan-European CLARIN1 infrastructure
2. DARIAH-FI: Finnish dimension of the pan-European DARIAH2 infrastructure

In their first common development project, the FIN-CLARIAH components seek to signifi-
cantly broaden their mutual scope of digital SSH infrastructural support by consolidating and
enhancing their resources with three major goals:
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1. Reach beyond processing of spoken standard Finnish into colloquial speech
2. Cater to a broad range of SSH research needs for processing unstructured text
3. Facilitate research based on metadata

FIN-CLARIAH involves Finnish universities with research in SSH, including the coordinator
University of Helsinki (Faculty of Arts, Faculty of Social Sciences, and National Library), CSC –
IT Center for Science Ltd., Aalto University, Tampere University, University of Eastern Finland,
University of Jyväskylä, and University of Turku. In addition, FIN-CLARIAH has as project
collaborators University of Vaasa, University of Oulu, the Institute for the Languages of Finland,
and the National Archives of Finland.

This poster paper introduces development work of the Semantic Computing Research Group
(SeCo) in FIN-CLARIAH at the Aalto University and University of Helsinki, Helsinki Centre for
Digital Humanities (HELDIG)3, on integrating natural language processing (NLP) tools with
the Linked Open Data (LOD) Infrastructure for Digital Humanities in Finland (LODI4DH)4 [1].
In conclusion, related works are discussed and contributions of our work summarized.

2. Services for Weaving Linked Data from Texts

The NLP services to be opened to public use are targeted to knowledge extraction from Finnish
texts, based on named entity recognition (NER), linking, and relation extraction [2]. The
same NLP technology can also be used for pseudonymizing texts [3] needed due to the GDPR
regulations5 of EU.

The idea in our work is to reuse various existing NLP tools from other developers and re-
purpose and re-package them for extracting Linked Data from unstructured texts. For example,
for named entity recognition a model trained using FinBERT NER6 [4] is used. The rule-based
methods to be used include regular expressions (to find prescribed surface forms such as
property codes and vehicle registration plates) and dictionaries, such as the Finnish person
name ontology [5]. In addition, the Turku Neural Parser [6] is used to perform grammatical
and morphological analysis on the whole document. NLP tools developed in our own earlier
projects for the various Sampo portals [7] will also be re-used here.

The NLP tools will be used in FIN-CLARIAH for language analyses of texts and for DH
analyses regarding their subject matter content. Application case study areas here include
analysing the nearly million speeches 1907—2021 of the Parliament of Finland7, biographical
collections, such as the National Biography of Finland8, and Finnish legislation and case law9

published by the Ministry of Justice. Texts for these application areas are already available
through the Sampo series of LOD services and portals10 [7] but also other datasets from the
participants of FIN-CLARIAH will be used on as-needed basis.
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The NLP services will be provided using the existing Linked Data Finland platform11 that is
in use in Finland for publishing Linked Data [8]. The forth-coming NLP services provide users
with demo applications and web APIs, unified output formats (e.g., JSON, RDF), documentation,
and software delivery as Docker container images, which lowers the bar for deployment. The
containerized tools can be deployed as components in data processing workflows, and be scaled
to support varying workloads. In addition to using and providing tools as containers, the portal
enables testing the tools with custom input.

3. Discussion

Portals for NLP web services have been created before for many languages, e.g., the GATE
Cloud [9]. In addition to web services, this kind of tools have also been packaged at into
useful modules available for programming languages, such as Python, e.g., EstNLTK12 [10],
UralicNLP13 [11], StanfordNLP14 [12], and NLTK15 [13]. However, the modules or packages for
specific programming languages not only tie their users to the language but also require more
technical skills and understanding. A benefit of service portals is that it can provide users with
demo UIs and APIs through which the users can use the services more easily using the HTTP
protocol and regardless of the programming language they use.

Methods for information extraction are surveyed in [2]. A novelty of our work is its focus
on Finnish and on knowledge extraction from texts for linked data to be used in research for
language analyses and studies in Digital Humanities. The tools and services planned to be
included in the portal come from various NLP and DH projects that can be utilized to extract
knowledge from different types of source texts. The services are distributed as containers and
their results are converted into well-known output formats to ease deployment and improve
usability in other DH projects.
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