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1. Introduction

1.1 Background and Research Environment

The Second World War (WW2) has been studied extensively in military
historical research [142], and for its vast dimensions, it is considered a
clear demonstration of the capacity of human beings for destroying each
other and themselves [218]. As more data is becoming available, the possi-
bilities of research applying computational methods to military historical
data are increasing. The WW2 is of great interest not only to historians,
but to potentially hundreds of millions of citizens globally, whose relatives
participated in the war, creating a global shared trauma. However, data
about the WW2 is hard to get since it is scattered in various organizations
and countries, written in multiple languages, and represented in hetero-
geneous formats. Combining information from the distributed historical
sources supports getting a deeper understanding about the history than
by studying the sources individually.

Plenty of information about WW2 exists around the world in Cultural
Heritage memory institutions. Most of this information exists only in
paper format although the amount of digitized material is constantly
growing. Typically, the digitized information is expressed without using
common vocabularies for metadata annotations. As the metadata models
and information content in the datasets are not harmonized, they are not
directly interoperable, or able to communicate with each other, but instead
the datasets form isolated silos.

The Web is a popular publication media for WW2 related information.
However, this information is typically meant for human consumption only.
The underlying data is not available in a machine-understandable, i.e.,
“semantic” format for research purposes and for end-user applications to
utilize.

A fundamental problem with military historical data is making the con-
tents mutually interoperable, so that they can be used and presented in
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a harmonized way [87]. Semantic Web technologies1 provide solutions for
combining heterogeneous isolated historical datasets [87, 137]. The key
aspect of the success is the usage of vocabularies, ontologies, and existing
classification systems [137]. A fundamental component of Semantic Web
is the Resource Description Framework (RDF) [47], which is a data model
and language for representing information using Uniform Resource Identi-
fiers (URIs) or Internationalized Resource Identifiers (IRIs) to identify and
describe resources. This way references to entities can be directed to the
identity of the entity, instead of the entity name. This simple idea leads to
a fundamental improvement in the interoperability of data and enables
creating a more complete picture of the naturally very interlinked cultural
heritage domain.

Data based on RDF is called Linked Data [23, 16] while the more global
vision of an RDF-based distributed data graph is called the Semantic
Web [18, 19, 184]. A Linked Data dataset is often called a knowledge
graph, although a Linked Data dataset can also be considered a collection
of RDF graphs [47]. Linked Data uses Semantic Web technologies that
make it easily available on the Web, and understandable to both humans
and machines [80].

Military history is a promising use case for Linked Data, as military
historical data is by nature heterogeneous, distributed in various orga-
nizations, and expressed in different languages. Although the Seman-
tic Web technologies are widely adopted in the whole cultural heritage
domain [87], they have not been used much in the field of military his-
tory. Projects have created and published Linked Data about the domain,
e.g., [216, 53, 152, 28], but this generally focuses on historical collection
metadata, instead of actually representing the events and narratives of
wars. In addition, the Linked Data projects have focused more on the First
World War (WW1), instead of the more global, complex, and recent WW2,
except in the domain of holocaust studies [15].

To make heterogeneous interlinked data usable for a wider audience,
it is crucial to create user interfaces for the data that are easy to use.
There are plenty of approaches to creating generic user interfaces for the
Semantic Web [200, 129, 51, 17]. However, to best facilitate understanding
and making sense of the data, the user interfaces should be adapted to
the application domain. This has been a popular direction in the cultural
heritage domain, where customized web portals are used to show differ-
ent views to a knowledge graph for browsing, searching, analyzing, and
visualizing different parts of the whole [190, 193, 117, 87].

As an interlinked dataset is updated and maintained, new kinds of
challenges arise. The linking between the resources need to be kept in
sync when changes as the contents are changed [8, 101, 204, 136, 169], i.e.,

1https://www.w3.org/standards/semanticweb/
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handling change propagation within the dataset.

1.2 Objectives and Scope

The aim of this thesis is to improve the state of the art in representing
and using military historical data as Linked Data. The goal is to also
provide user interfaces to this data in a way that enables both conveying
the information to interested “layman” users via web interfaces, while
being also a useful resource to military history enthusiasts and scholars.
The maintainability challenges introduced by interlinking heterogeneous
data are discussed with a proposal for a solution.

The research contained in this thesis was conducted as a part of the
WarSampo project2, which integrates and publishes data concerning Fin-
land in WW2 as Linked Open Data (LOD). WarSampo is the first large
scale system for serving and publishing WW2 LOD on the Web, published
initially in 2015 [91].

The WarSampo infrastructure aims to support integrating new datasets
into the knowledge graph in a sustainable way, by extending both the data
model and data contents as needed. One hope of the project is that by
making war data more accessible, the understanding of the reality of the
war improves, which not only advances understanding of the past but also
hopefully promotes peace in the future.

The research of this thesis concerns Finland in WW2, which defines the
spatial and temporal boundaries of the used datasets. The used methods
and Linked Data infrastructure are, however, meant to be applicable
beyond these boundaries.

Figure 1.1 shows the main research areas of the thesis and summarizes
the overarching research gap encompassing the combination of semantic
reconciliation, semantic disambiguation, Linked Data maintenance, web
portals, and military history as the applied domain. This thesis aims to fill
the research gap currently existing between these research areas.

The aim of this thesis is to provide answers to the following research
questions:

RQ1. How can wars be modeled and represented as data?

RQ2. How can heterogeneous military historical data be harmonized and
integrated from distributed sources?

RQ3. How can military historical Linked Data be searched, browsed, ana-
lyzed, and visualized on web user interfaces?

2https://seco.cs.aalto.fi/projects/sotasampo/en/
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Figure 1.1. A diagram showing the research areas of the thesis, and depicting the combi-
nation of the research areas as the research gap of the thesis.

RQ4. How can the interlinked data and datasets be maintained?

The research questions are answered in the Publications I–IX. The con-
nections between the research questions and research areas shown in
Figure 1.1 are:
RQ1. Military History, Semantic Reconciliation
RQ2. Military History, Semantic Reconciliation, Semantic Disambiguation
RQ3. Military History, Web Portals
RQ4. Maintaining Linked Data

Table 1.1 shows how the publications are related to the research ques-
tions.

Publication RQ1. RQ2. RQ3. RQ4.

Publication I x x x
Publication II x
Publication III x
Publication IV x
Publication V x
Publication VI x
Publication VII x
Publication VIII x
Publication IX x

Table 1.1. The relationship between the publications and research questions.
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1.3 Research Process and Dissertation Structure

Research in this thesis has been pursued using the design science [85, 161,
134, 72] research methodology. In contrast to natural sciences, which try
to understand reality, design science attempts to create things that serve
human purposes. This thesis does not attempt to give exhaustive answers
to the research questions, but provides answers through applying design
science to create various artifacts as part of the WarSampo project.

The outcomes of design science are useful artifacts, which can be con-
structs, models, methods, or instantiations [134, 85]. Constructs form the
vocabulary of the domain, a model is a set of propositions or statements
expressing relationships among constructs, a method consists of steps used
to perform a task (e.g., an algorithm or a guideline), and an instantiation is
a realization of an artifact in its environment [134]. The design science pro-
cess consists of defining and motivating the problem, and then iteratively
designing, developing, demonstrating, and evaluating the artifact using
rigorous methods, and finally communicating the results to appropriate
audiences [161].

The artifacts studied in the thesis are various parts of the WarSampo
system. The artifacts that are both constructs and models are individ-
ual domain ontologies of the WarSampo ontology infrastructure. The
WarSampo data model is a model artifact and the individual integrated
datasets, as well as the whole knowledge graph and the semantic por-
tal, are instantiations. Methods are designed and used to populate the
WarSampo knowledge graph. The public WarSampo semantic portal acts
as a proof of concept, demonstrating the suitability of the used artifacts
for the purpose of representing and using military history as semantically
harmonized data.

This thesis is structured as follows. In Chapter 2, the theoretical foun-
dations are presented. In Chapter 3, the results of the publications are
reviewed and summarized. Chapter 4 discusses the whole formed by the
thesis, the significance of the results, the reliability and validity of the
research, and provides suggestions for the directions of further research.
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2. Theoretical Foundation

The research of this thesis builds on multiple research areas and research
topics. In this section, the theoretical foundations and related work are
presented in the research areas of the thesis: military history, semantic
reconciliation, semantic disambiguation, web portals, and maintaining
Linked Data.

2.1 Military History

History and Its Representation

History means the past as it is written, or orally transmitted, and the
study thereof. Our connection to the historical past is built by historians
through historical inquiry and interpretation [40, 223]. More generally,
the concept of history, as the past, has an important role in human thought,
framing the way we understand the reality [127].

According to [194], for most of the written history, narrative has been the
main rhetorical device used by historians for historical writing. Narrative
is defined as being a coherent story organized in a chronologically sequen-
tial order. The story is descriptive rather than analytical, and is concerned
with people not abstract circumstances. Three types of relations can be
observed between the events of a narrative for modeling purposes [138]:
1) temporal occurrence (the event occurs before, during, or after another
event), 2) causality relation (the event is the cause or effect of another
event), 3) mereological relation (the event is part of another event).

In addition to written history, history can also be directly approached
via preserved tangible [203] and intangible [177] cultural heritage, which
enable reinterpreting history, or to find more support for an existing inter-
pretation.
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Studying History

The intellectual tasks defining a historian’s work are presented in [127]:
1) Historians strive to provide conceptualizations and factual descriptions
of events and circumstances occurring in the past, answering questions
like “what happened?” 2) Historians are often interested in answering
“why” questions like “why did this event occur?” 3) Sometimes historians
are interested in “how” questions like “how did this outcome come to
pass?” 4) Often historians want to piece together the human meanings and
intentions underlying a series of historical events.

A basic intellectual task of historians is discovering and making sense of
the information stored in archives, which can be incomplete, ambiguous,
contradictory, and confusing, requiring a great deal of interpretation [127].
A life cycle of historical information for historical research is presented
in [27], consisting of six stages: 1) Creation, 2) Enrichment, 3) Editing, 4)
Retrieval, 5) Analysis, and 6) Presentation.

Information sources and source criticism are essential in studying the
past [223, 27, 138]. Many definitions exist of what actually is information,
but all definitions agree that information is something more than data and
something less than knowledge [27]. Knowledge is generally considered as
a justified true belief [6], whereas information is often used without the
requirement of truthfulness.

A disruption in historiography [14], the study of historical research, in
the 20th century marked the rise of the “new history”, or “new histories”,
which marks a shift of focus to employ statistics and methods of social
science in research [70, 194].

Computationally oriented historical research, sometimes referred to
as Historical Informatics [27], has been gaining momentum in the 21st
century as part of the rise of the wider field of Digital Humanities [71, 36].
Harnessing the computational power readily available, and the growing
collections of available data have proven fruitful for answering new kinds
of questions about the past.

Prosopography, the study of collective biographies or groups of peo-
ple [214, 205], has benefited from computational approaches that enable
the gathering and analysis of large biographical datasets [34]. The idea
is to analyze and compare groups of people based on their biographical
information to find patterns and anomalies, and then try to explain the
found phenomena.

Specificities of Military History

Much of the early written and oral history has discussed warfare and mili-
tary history, e.g., Sun Tzu’s Art of War in fifth century BC [46]. Wherever it
has been studied, the purpose of military history has been to discover what
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actually happened in a war and why, and to transmit this information to
soldiers, governments, and the people at large [46].

The scope of military history changed and broadened in the 20th century
with the introduction of “new military history”, which moved the field
beyond narrow battlefield analysis towards studying the interface between
war and society [44, 46], which has grown to be an integral part of modern
military historical research [25, 21].

Military history can be considered part of cultural heritage, as wars
and military always occur within a cultural context. Features of cultural
heritage collection data are portrayed in [87]:

• Multi-format. The contents are in multiple formats, e.g., text docu-
ments, images, audio or video.

• Multi-topical. The contents concern various topics, e.g., art, history,
artifacts.

• Multi-lingual. The contents are in different languages.

• Multi-cultural. The contents are related and interpreted in terms of
different cultures.

• Multi-targeted. The contents are targeted to different user groups, e.g.,
laymen and domain researchers.

Military historical collection data shares all of the aforementioned fea-
tures although being perhaps less varied in their topic. The topic variation
increases if other related data sources are taken into account, that contain,
e.g., personal information about the soldiers involved in a war, or art de-
picting a war. Multi-culturalism might not occur within a single country,
but needs to be considered when combining data from multiple countries.

Key entities in the history of a war are the events of the military narra-
tive, and the related entities, such as, people, military units, time, histori-
cal places [217]. Information on the key entities are depicted in various
documents, such as photographs and person records. It is through these
entities that an understanding about the whole of a war can be created.
The entities are by nature interlinked, as the events usually involve people,
either directly or through their military units, and happen at a certain
place in a certain time. Photographs can document the people involved in
an event and person records give their detailed personal information.
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Military History of Finland

The military history of Finland as an independent state since 1917 con-
tains different conflicts during both the First World War and the Second
World War. Finland, as part of the Russian Empire before that, stayed
mostly out of the WW1, and after the fall of the tsarist regime, declared
its independence in 1917. Internal struggles and political polarization
intensified, which led to the Finnish Civil War in 1918, resulting in the
death of more than 38,000 people [197].

The history of Finland in the WW2 consists of three separate wars [123,
122, 111]: the Winter War, the Continuation War, and the Lapland War.
The Winter War began with the Soviet Union invading Finland in Novem-
ber 1939 and ended in a peace treaty in March 1940. In the Continuation
War from June 1941 to September 1944, Finland attacked the Soviet Union
in an attempt to conquer back the areas lost in the Winter War, and was
aided substantially by Germany in the process. In September 1944 Finland
declared war to Germany, as part of the peace agreement with the Soviet
Union, marking the start of the Lapland War, which continued until April
1945.

In recent years, the history of Finland in WW2 has still been an active
research topic, with new themes for research emerging. Recent themes in-
clude e.g., psychological stress [104, 146], human-horse relationship [120],
and a couple’s relationship through letters [222], as well as global and na-
tional politics, holocaust, and various social aspects [103]. An archaeology
project has recently been studying the cultural heritage of the German
troops in Finland in the WW2 [111, 183]. A computationally oriented
project has analyzed a large wartime photograph collection with data
mining methods [60].

One of the main factors causing the political tensions that led to the
Finnish civil war during the WW1 is considered the social inequality
caused by the class system of the estates [173]. As studying the social
aspects of war have become an important research area of historians in
the 20th century, so have the facilities that support these approaches.

Occupational labels for people are commonly used in various person
registers and these easily depict the approximate social class of a person,
making them important resources in the study of social stratification and
social mobility. The Historical International Standard of Classification
of Occupations (HISCO) [208] is an important resource in studying these
social aspects [67, 207, 116, 132]. In addition to HISCO, there is an existing
Finnish classification [191].

Finnish fallen soldiers in WW2 were transported back to their hometown
and buried in the so called “Heroes’ Cemeteries” whenever possible [105,
122], making these cemeteries interesting for studying local histories.

A dataset of the people that died in the Finnish front in WW2, Suomen
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sodissa 1939–1945 menehtyneet (Register of military deaths in the Finnish
wars 1939–1945 in English [178]) is perhaps the most important existing
dataset about Finland in the WW2. The creation of the dataset is sum-
marized according to the description given by Lentilä [121]. The dataset
was initially gathered as a register of the burial places of the people fallen
in the wars. The foundations of the dataset are lists of people buried in
the war memorial graveyards, originating from individual church parishes
and gathered by the Finnish Church Council. The list of people was later
supplemented with various data sources and additional information about
the individuals was gathered from various sources. The dataset creation
process started in 1985 and was still undergoing in 1997.

Another important resource is the online photograph archive, SA-kuva1,
of ca. 160,000 Finnish wartime photographs, portraying events at the war
front, life on the home front, evacuation of Finnish Karelia, and other
themes related to the war. Plenty of other information about Finland
during the wars exist, but most of this is available only in a physical
media in Finnish memory institutions, military history books, private
collections, and so on. Some information is digitized, and more and more
are being actively digitized. A large part of the digitized materials consist
of handwritten documents, and although handwritten text recognition
is an active research topic with improving results, the effort required to
transform digitized hand-written material to text or data has been an
important factor limiting the availability of cultural heritage data [78].

This thesis uses military history as the domain in which methods of
computer science are developed and applied. The purpose is to create a
harmonized view of the Finnish wars in WW2 as data, for the purpose of
using the data in various applications that enable making sense of the
data contents in intuitive ways. Furthermore, this thesis aims to bring
military historical data more accessible to the wide public, and to support
military historical research.

2.2 Semantic Reconciliation

To create an understanding about the complex realities of war, a funda-
mental task is to bring together information from various heterogeneous,
distributed sources in an interoperable way. Semantic heterogeneity is a
known obstacle to dataset integration, which can be solved by a process of
semantic reconciliation, which makes the datasets interoperable with each
other [65, 66, 90, 141].

Two levels of interoperability requirements can be observed in the recon-
ciliation process [90]:

1http://sa-kuva.fi/
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Syntactic interoperability. [115, 213] The same data can be structured
in many ways on the syntactic level. The main step in achieving syntactic
interoperability is formatting the data in the same format, such as using
a shared database schema [160], XML schema [30, 115], or an RDF data
model [159, 47]. In addition, data values can use various syntaxes. For
example, dates are a typical example of this as they are represented
differently in different countries, and their harmonization is needed
using, e.g., XML Schema data types [165].

Semantic interoperability. [81, 77, 213] The meaning of different data
fields can be different in different datasets. For example, dates can be
syntactically interoperable, but given using different calendars, e.g., Ju-
lian or Gregorian. Also similar place names can have different meanings
as there are many places globally with the same name. Such names need
to be disambiguated to achieve semantic interoperability. People can
also be referred to differently in different languages and depending on
time. For example, a person may be referred to differently after getting
married, or receiving a noble title or a position.

Linked Data

Despite historical popularity, relational databases are not considered ideal
for managing heterogeneous and interlinked cultural heritage data [38],
making it a promising use case for Linked Data [87]. RDF provides a
flexible way to describe things in the real world, e.g., people and places,
and how they are related to other things. The URIs used to identify Linked
Data resources should be based on the Hypertext Transfer Protocol (HTTP),
so that information about them can be retrieved over the Web [16, 80].
URIs used with Linked Data should be persistent although in practice
their reliability and persistency can be questioned as there is usually no
authority to provide these in a trustworthy manner [13, 181, 39].

Numerous approaches have been proposed for creating Linked Data, for
example, conversions from relational databases [84, 180], or using map-
pings, e.g., R2R [24], Karma [106], RML [55] or SPARQL Generate [118],
which can ingest various source formats. An often used approach has
been to program a custom pipeline [130, 150, 92, 167], which both converts
source data into RDF and handles issues with semantic interoperability in
the same process. A framework and tool for data fusion, conflict resolution,
and quality assessment of Linked Data graphs is presented in [139].

In cases where it is important to track where the different pieces of
information originate from, such as history, means to represent and encode
such provenance information is required. There are various approaches to
representing data provenance in Linked Data [228, 76, 227, 155].
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The LOD Cloud2 is a global endeavor to actualize the vision of the
Semantic Web. It consists of Linked Data datasets that are linked to
other datasets. Some of the important and most linked to datasets are
DBpedia [7, 119], consisting of knowledge extracted from Wikipedia, Wiki-
data [162, 61], GeoNames, UK Governmental datasets [185], The Ontolo-
gies of Linguistic Annotations (OLiA), and WordNet.

Schemas and Ontologies

A metadata schema can be understood as “the semantic and structural def-
initions of metadata elements, including the relationships between those
elements, which are represented in a standardized syntax or serialization
format” [226]. An example of such schemas are database schemas, which
provide the data model and structure of databases.

Ontologies are structured vocabularies that provide the semantics for
entities and their relations, usually covering the concepts of a specific do-
main [73, 159]. RDF-based RDF Schema3 and OWL4 enable representing
ontologies as an integrated part of the Linked Data. The ontologies can
use different modeling frameworks, to best suit the modeling task at hand.

Ontologies that are based on simple, thesaurus-like structures are called
lightweight ontologies [63, 68]. A common data model and vocabulary
for expressing lightweight ontologies is the Simple Knowledge Organi-
zation System (SKOS)5 [140, 10]. The focus in Semantic Web research
has been shifting from the heavy use of formal semantics towards lever-
aging the collection of distributed, heterogeneous data using lightweight
semantics [19].

Wars can be essentially seen as sequences of events, making the represen-
tation of events paramount in modeling military history. There are many
approaches to modeling events in Linked Data [176, 170, 182, 186, 206].
The CIDOC Conceptual Reference Model (CRM)6 is an event-based frame-
work for modeling the heterogeneous domain of history, designed for the
information exchange and integration of various cultural heritage meta-
data [57]. CIDOC CRM is an ISO standard (21127:2014), and widely
used7 [4] in the cultural heritage domain, e.g., in [158, 107, 150, 3, 92, 52].
There is a plethora of approaches to representing narratives as RDF [221,
138, 144, 50], of which many are compatible with CRM.

Other general-purpose metadata schemas in the cultural heritage domain

2https://lod-cloud.net/
3https://www.w3.org/TR/rdf-schema/
4https://www.w3.org/TR/owl2-overview/
5https://www.w3.org/2009/08/skos-reference/skos.html
6http://cidoc-crm.org
7http://www.cidoc-crm.org/useCasesPage
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are Dublin Core (DC) elements 8, its extended version DCMI Metadata
Terms (DCT)9 [4], and the Europeana Data Model (EDM)10. DC and DCT
are created for representing essential document metadata elements in
an interoperable way. The modeling rationales in EDM follow from the
fact that it is mostly used for modeling tangible cultural heritage items
like books, paintings, and films. The main rationales are 1) to distinguish
between a cultural heritage object (item) and its digital representations, 2)
distinguish between an item and its metadata record, 3) enable multiple
metadata records for the same item, with possibly contradictory statements
about the item. EDM is somewhat aligned with CRM [100, 163].

Military Historical Linked Data

There are several projects that have published Linked Data about the WW1,
such as Europeana Collections 1914–191811, Collaborative European Digi-
tal Archival Research Infrastructure (CENDARI)12 [28], Muninn13 [216],
Trenches to Triples14 [32], Out of the Trenches [59], and WW1LOD [152].

Europeana is a digital platform for cultural heritage, publishing meta-
data of more than 53 million digitized cultural heritage objects from more
than 3500 institutions. Europeana contains a smaller LOD pilot dataset
that has metadata on ca. 2.40 million digitized texts, images, videos, and
sounds [100]. EDM is used as the data model in Europeana.

The CENDARI project has identified six common types of entities in-
teresting to historians studying both the medieval period and the WW1:
places, people, institutions, dates, events, and topics [42]. The CENDARI
project uses EDM as their data model, which is extended to the WW1
domain [42]. Information is integrated [28] from DBpedia, WW1LOD,
1914–1918-online, and Trenches to Triples.

The Muninn project has modeled historical military and civil organi-
zations and their detailed structures, as RDF ontologies based on data
from Wikipedia, with a focus on recording WW1 and facilitating data inter-
change in that domain [216]. The data model covers other related WW1
information, with stable ontologies15 for military organizations, graves,
and religions, and two related taxonomies of military terms.

Trenches to Triples project has created manual annotations of WW1

8https://www.dublincore.org/specifications/dublin-core/
9https://www.dublincore.org/specifications/dublin-core/dcmi-terms/2012-06-14/?v=
terms
10https://pro.europeana.eu/files/Europeana_Professional/Share_your_data/
Technical_requirements/EDM_Documentation//EDM_Definition_v5.2.8_102017.pdf
11http://www.europeana-collections-1914-1918.eu
12http://www.cendari.eu/
13http://blog.muninn-project.org
14https://trenchestotriples.wordpress.com/
15http://rdf.muninn-project.org/
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related catalogs held by the King’s College [32]. The project sought to
create a subject vocabulary of WW1 battles as LOD, which was used in
indexing the catalogs.

Out of the Trenches has converted into RDF data about WW1 related
war songs, war posters, newspaper articles, postcards, wartime records,
soldier portraits and other archival materials, using a custom metadata
model [59]. The data does not appear to be publicly available.

WW1LOD [152] uses a CIDOC CRM-based modeling of WW1 military his-
tory, containing information about events, actors, historical places, times,
population statistics, keywords, and themes relating to the war. The main
modeling rationales are: 1) Use existing established ontologies (especially
CRM), 2) Model similar data uniformly, 3) Strive to model data intuitively,
4) Don’t lose information included in the original source dataset. Events,
actors, places, and times are modeled with mainly CRM. The population
statistics are modeled with the W3C Data Cube vocabulary16. The notable
deviations from CRM are 1) SKOS labels are used instead of CRM appel-
lations, as there was no metadata about the actual appellations, 2) the
relationships between organizations and people are modeled with CRM’s
shortcut property crm:P107i_is_current_or_former_member_of and additional
relationships. These deviations are used to reduce the complexity of com-
mon data querying tasks. WW1LOD’s geographical focus is on Belgium
and the main purpose is to act as a reference vocabulary for other projects
to link their WW1 collections to.

1914–1918-online17 publishes historic and contemporary text articles
about different aspects of WW1. It is based on Semantic MediaWiki, with
RDF support and a simple metadata schema based on DCT and Friend of
a Friend (FOAF) ontology18.

There are a few works that use the Linked Data approach to WW2 or
related holocaust studies.

The WW2 related narrative contents of the textual resources of the
Bletchley Park Museum were modeled as Linked Data, using CRM, the
Story and Narrative ontology [144], and a Bletchley Park domain ontol-
ogy [45].

An important textual work in the Dutch WW2 historiography, “Koninkrijk”,
has been linked to structured SKOS metadata, and external resources [53].

The Jewish Contemporary Documentation Center (CDEC) has developed
an online LOD database19 on Italian holocaust victims and persecution
events, and a related application for using the data [189]. They use custom
classes and simple metadata annotations to describe resources [2]. The

16https://www.w3.org/TR/vocab-data-cube/
17http://www.1914-1918-online.net
18http://xmlns.com/foaf/spec/
19http://dati.cdec.it/lod/shoah/website/html
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dataset is part of the LOD Cloud20 and contains “same as” links to other
LOD Cloud datasets [31].

The Network for War Collections (Netwerk Oorlogsbronnen) initiative
connects digitized collections about WW2 and holocaust in the Netherlands
and publishes these as LOD in an Open Data Register21 [210]. The collec-
tions are connected by manually mapping them to a WW2 thesaurus22 of
over 2300 concepts, containing links to the LOD Cloud.

The European Holocaust Research Infrastructure (EHRI) [2, 49] gathers
and semantically integrates holocaust related databases, free text, and
metadata. EHRI uses a set of controlled vocabularies for the metadata of
heterogeneous cultural heritage resources of WW2 [210]. EHRI integrates
metadata from distributed sources, employing technologies such as En-
coded Archival Descriptions23 and Protocol for Metadata Harvesting24 [49],
and has been experimenting with using Linked Data [54, 209], and have
proposed to use CRM to represent people and events [2] and the Agent
Relation Ontology AgRelOn [128] for modeling relations between people.
The aforementioned Oorlogsbronnen and CDEC projects collaborate with
EHRI.

This overview of the Linked Data based solutions for military historical
information contains diverse projects that are mostly dealing with doc-
ument metadata annotations. A few projects have striven to model the
events of wars and the involvement of actors in them.

The data linking approaches used in the above projects are discussed in
more detail in the next section.

A previous master’s thesis has studied the representation of the Finnish
military history narrative and wartime photographs in WarSampo [82].
This thesis aims to provide new understanding about how to achieve in-
teroperability with heterogeneous datasets in the military history domain,
through the various data integration and harmonization cases encountered
in building WarSampo. In addition to new understanding, the idea is to
create useful LOD ontologies and data for third parties to use, to promote
interoperability in the future.

2.3 Semantic Disambiguation and Entity Linking

Semantic disambiguation is a key challenge in semantic interoperabil-
ity [90], meaning the removal of uncertainty of meaning from possibly
ambiguous textual representations or structured metadata. The main

20https://lod-cloud.net/dataset/shoah-victims-names
21https://www.oorlogsbronnen.nl/oorlogsbronnen-open-data
22https://data.niod.nl/WO2_Thesaurus.html
23http://www.loc.gov/ead/
24http://www.openarchives.org/OAI/openarchivesprotocol.html
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problems are addressing synonymous and homonymous terms, e.g., iden-
tifying whether two place references with the same name actually re-
fer to the same place or not. There is a plethora of approaches to this
task [154, 26]. Knowledge is a fundamental component in word sense
disambiguation [154], and structured external knowledge can be used in
disambiguation problems in the form of ontologies. Usually, the disam-
biguation results do not need to be perfect for the resulting data to be
useful, and the more effort is put into the disambiguation process, the
better the results.

Named Entity Linking (NEL) (also Entity Linking, Named Entity Disam-
biguation) [187, 75, 35, 143] is the task of automatically disambiguating
and linking the mentions of entity names in text to entities in a knowledge
base. In the simplest form, the NEL process searches the text for the labels
of knowledge base entities, and matches are linked. Linking accuracy
can often be improved by employing, e.g., heuristics and candidate entity
ranking [187, 143, 83, 212]. Named Entity Recognition (NER) [33] is the
related problem of finding named entities of different categories without
linking, typically from a text without a pre-existing knowledge base of
entities.

A number of the created links are usually wrong, and some links missing,
which is the trade-off for not having to go through the laborious process
of manually creating the links. Several measures exist for evaluating the
quality of the entity linking [187], of which precision is the fraction of
correct links compared with all of the links:

precision= |{correctly linked entity mentions}|
|{all generated links}|

A related measure is recall, which is the fraction of the correctly linked
entity mentions of all the entity mentions that should be linked:

recall= |{correctly linked entity mentions}|
|{all entity mentions}|

Finally, F1 measure is the harmonic mean of precision and recall:

F1 = 2 ·precision ·recall
precision+recall

Another related problem is that of finding matching structured data
records between heterogeneous databases, called record linkage (also e.g.,
data linkage, data matching, entity resolution) [74, 43, 29, 98]. A typical
scenario is matching people from two different person registers, which
both contain structured data about each person expressed with different
metadata schemas. A related problem is that of duplicate detection (also
deduplication), in which the records are matched inside a database to find
duplicates. The above defined precision and recall measures can be used
also for record linkage [74].
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Harmonizing and Linking Military Historical Data

Of the WW1 projects, the Europeana project relies on ingested collection
metadata, which already conforms to its standards. In addition, a process
is used to semantically enrich ingested metadata by linking them to GeoN-
ames25 for places, GEMET26 for topics, Semium ontology27 for time periods,
and DBpedia28 for people [100]. CENDARI extracts texts from documents,
and uses NER and semantic disambiguation to create links to related
information [28]. Muninn is based on using existing Wikipedia links [216].
WW1LOD harmonizes data from over ten different authoritative data
sources. The data is converted into RDF and linked to vocabularies with a
partly automated annotation process employing NEL, involving manual
validation and correction [126, 152]. Some entities are manually indexed
with keywords and themes [152].

Of the WW2 related projects, Koninkrijk [53] has linked the textual con-
tent of a historiographical text with two sources of structured knowledge.
The text and a structured index of the text have been converted into RDF,
after which another index has been created programmatically from the
entities found when applying NER [33] to the structured text [53].

CDEC has created a domain ontology to express the information con-
tained in heterogeneous databases [31]. The databases are transformed
into RDF, and reconciled semantically in terms of the domain ontology,
with a focus on holocaust victims and the persecution events.

The Oorlogsbronnen project connects collections by manually mapping
them to a WW2 thesaurus [210]. EHRI integrates collection data, but does
not use Linked Data for data reconciliation.

Quality measurements of the entity linking in the aforementioned projects
are not publicly available.

This thesis aims to provide lessons learned in applying semantic disam-
biguating and entity linking in the military historical domain. The purpose
is to be able to show what kind of approaches are expected to perform well
in this domain.

2.4 Web Portals

Web portals are web sites that combine information from diverse sources
in a uniform way29. The large public interest in military history can be

25http://www.geonames.org
26http://www.eionet.europa.eu/gemet/
27http://semium.org
28http://dbpedia.org
29https://en.wikipedia.org/wiki/Web_portal
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observed in the plethora of web portals30 dedicated to catering information
in this field.

Sotapolku31 is a military history portal, aiming at crowdsourcing the war
paths of Finnish soldiers in WW2, as well as other information relating
to them. The portal opened in December 2016, and employs a geospatial
graphical user interface on which a military unit’s path during the war is
drawn, and the user can get more information about the individual steps.
Sotapolku uses a relational database with a custom schema, which is also
the case for many portals not employing Linked Data. They form silos that
are not interoperable and do not communicate with other systems.

Conflict History32 depicts more than 10,000 historical conflicts on a map,
combined with a conflict timeline selector. The service was formerly a
Flash application, visualizing data from the collaborative knowledge base
Freebase [59], but is currently an iOS application.

There are also innovative approaches to user interfaces, such as the
Fallen of World War II33, which provides a data-driven documentary with
interactive elements, using a variety of data sources. Our World in Data
has published various visualizations of wars on the global scale with
various time spans34.

There are many ways of creating user interfaces for Linked Data, em-
ploying a variety of user interaction paradigms [23]. Additionally, the
applications providing the user interfaces can be desktop applications,
mobile applications, or Web based applications. Rich Internet Applications
provide functionality like desktop applications, with the hypertext-based
web’s lightweight distribution architecture [62, 175].

As the Semantic Web technologies are based on the Web technologies, it
is a natural choice to base Semantic Web application user interfaces on the
Web technology stack.

Solutions are proposed to searching and browsing information on the
Web of Data, based on text search, like Sig.ma [200], question answering,
like PowerAqua [129] or FREyA [51], or browsing and link traversal, like
Tabulator [17].

Semantic Portals

In addition to user interfaces for the whole Web of Data, there is a large
variety of custom, localized domain specific applications, tailored to cater
users with information needs of a specific domain. These Semantic Portals

30E.g., https://ww2db.com/, http://www.world-war-2.info, https://www.britannica.com/
event/World-War-II
31http://sotapolku.fi
32https://conflicthistory.com/
33http://www.fallen.io/ww2/
34https://ourworldindata.org/war-and-peace
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employ Semantic Web technologies to represent and harmonize information
from multiple sources, and provide human access to the information via
web user interfaces [190, 193, 117, 195].

Cultural heritage semantic portals [89] enable publishing complex in-
terlinked data on web user interfaces, in which multiple semantic portal
applications can create different perspectives to the whole dataset, based
on, e.g., places, people, or other sub domain areas [95].

Useful search paradigms for the user interfaces of cultural heritage
semantic portals include:

Geospatial search. [9, 1] The user can see resources on a map, and
browse and explore them.

Temporal search. [138] Search based on a timeline component or a
timespan selector.

Spatio-temporal search. [215] Geospatial search with a connected
temporal search element.

Free text search. A free text search of the full metadata of the docu-
ments.

Field-restricted search.35 A free text search, limited to certain field(s)
of structured data [135, 188].

Faceted search. [201, 79, 157] The Faceted search paradigm (called
also view-based search [168] or dynamic hierarchies [179]), is based on
indexing data items along category hierarchies, i.e., facets (e.g., document
types, places, etc.). The user can select categories on the facets in free or-
der, and the data items included in the selected categories are considered
the search results. After a selection, a count is calculated for each cate-
gory, showing the number of results for that selection. The paradigm has
been found especially suitable for Semantic Web user interfaces [86, 148].

Of the Linked Data based WW1 projects there are some that provide user
interfaces to the Linked Data.

Europeana 1914–1918 is a WW1 related view36 of the Europeana Collec-
tions portal [166], employing a faceted search interface.

CENDARI employs a faceted search of archival descriptions37. Addition-
ally, there is a simple browser of the resources of several ontologies38 [28].

35https://en.wikipedia.org/wiki/Full-text_search#Improved_querying_tools
36https://www.europeana.eu/portal/en/collections/world-war-I
37https://archives.cendari.dariah.eu/
38https://resources.cendari.dariah.eu/ontologies
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WW1LOD is browsable and downloadable from the dataset homepage39,
and is integrated into a user interface for showing contextual information
on an additional layer on top of text documents [152].

1914–1918-online40 provides a user interface for browsing and searching
historical and contemporary articles and pictures based on their Linked
Data metadata.

A project about War Victims in Finland during the WW1 will publish
Linked Data on a semantic portal [172].

The following user interfaces are used for WW2 related Linked Data.
The Bletchley Park Museum Linked Data is usable via Bletchley Park Text
application and a web page, intended to personalize museum experience
and provide post-visit information [145].

The CDEC Digital Library is an online cultural heritage web portal
displaying its own data together with data coming from the LOD cloud [31].
LOD Navigator41 is an Electron42 based JavaScript desktop application,
providing an interactive spatio-temporal user interface [189] over the
holocaust related events of 9040 people in the CDEC dataset. The user
interface includes a geographical map and integrated timeline, with results
shown as markers on the map, and a filter panel given to filter the result
set, and facilitates quantitative and qualitative data analysis [189].

The Oorlogsbronnen data is presented on a Dutch cultural heritage
portal43 containing two different views to the collection metadata, i.e., the
browsing of collections, and an upcoming view for searching people and
displaying their biographical information [210].

EHRI Portal44 contains descriptions of a large amount of holocaust re-
lated European archival institutions, individual archives, and authority
sets on people and corporate bodies.

Visualizing Linked Data

Linked Data can be visualized in multiple ways, that can be divided into
three classes [48, 102, 22]: 1) visualizing the graph structures, 2) visual-
izing data analysis results, like statistics, and 3) visualizing phenomena
with different graphical methods, like viewing data on a map, on a time
line, or using another suitable method.

Historical knowledge visualization in the Visual Contextualization of Dig-
ital Content (VICODI) project is discussed in [153]. The Narrative Building
and Visualisation Tool uses an interactive timeline visualization as a key

39http://www.ldf.fi/dataset/ww1lod/
40http://www.1914-1918-online.net
41http://dh.fbk.eu/technologies/lod-navigator
42https://electron.atom.io/
43https://www.oorlogsbronnen.nl/
44https://portal.ehri-project.eu
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component in depicting narratives, complemented by graph visualizations
and tables [138]. WikiStory enabled the browsing of Wikipedia-based bi-
ographies on a timeline [7]. BiographySampo provides various interactive
views to Linked Data based biographies, including a spatio-temporal view
of events, and visualization of social networks [94]. Troncy et al. [199]
provide a spatio-temporal interface design for interactive visualizations of
event-based Linked Data.

The aforementioned portals and visualizations provide different ways
to show Linked Data on user interfaces in the cultural heritage domain.
However, there is no single approach to displaying the complex history of
a war on user interfaces. This thesis aims to develop new understanding
about useful web user interfaces for military historical Linked Data. The
purpose is to be able to create an understanding about wars beyond the
possibilities of studying individual datasets traditionally.

2.5 Maintaining Linked Data

Maintaining ontologies is an important topic in facilitating interoperability
on the Semantic Web, as the ontologies are rarely static, but instead are
being adapted to changing requirements [131, 156, 224]. This ontology
evolution raises new kinds of challenges.

Changes in an ontology may need to be propagated in three different
scenarios: 1) inside the ontology, 2) to instances in a dataset using the
ontology, and 3) to depending ontologies and applications [192]. A variety
of infrastructures [131, 64] and tools [225, 164] have been proposed for
handling ontology evolution. The same challenge of change propagation
is evident with all of linked open data [8, 101, 204, 136, 169], often called
Linked Data Dynamics in this context. Research in this field is concerned
with detecting, describing, and propagating changes, as well as versioning
of Linked Open Data resources and datasets.

Database-schema evolution [156, 133, 5, 11] is related to ontology evolu-
tion and ontology evolution research builds on the prior research of that
field. Schema integration [12, 69] is a related problem faced when combin-
ing heterogeneous databases, leading [56] to the challenges of semantic
reconciliation.

Data quality is an important topic relating to data maintenance. Linked
Data validation measures structural data quality of the Linked Data
graphs, using some kind of explicit definition of the expected structure [113].
Validation improves the reuse potential of the data and ontologies. The
two modern approaches for Linked Data validation are Shape Expressions
(ShEx) and Shapes Constraint Language (SHACL) [113]. A master’s thesis
studying RDF validation has recently validated the events graph of the
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WarSampo knowledge graph using SHACL [112]. According to the results
of the validation the data is deemed quite valid, with 38 reported viola-
tions in the 20,000 triples, of which 28 violations are empty strings used as
property values. The validation uses 6 rather simple constraints, which
do not make good use of the CIDOC CRM structures as the validation is
restricted on the event data without other related information.

This thesis seeks to provide new understanding of the different change
propagation scenarios faced when maintaining a set of interlinked graphs
about military history and to provide methods to handle the change propa-
gation scenarios in practice.
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3. Results

The following presents answers to the research questions of the thesis
in detail. The results are compared against the current state of the art.
The results as a whole are further reflected against previous research in
Chapter 4.

3.1 Modeling and Representing Military History

The research question 1 concerns modeling military historical information
as data.

RQ1. How can wars be modeled and represented as data?

Publications I–III provide solutions to this question by presenting the
data modeling rationales employed in the WarSampo project. The focus is
on modeling tangible and intangible cultural heritage relating to Finland
in WW2. This information includes primary and secondary sources, as well
as interpretations made by historians.

State of the Art

The state of the art in modeling military history as data is to use Linked
Data and base the metadata schema on either CIDOC CRM or EDM.
The focus of CRM is on harmonizing cultural heritage metadata with
event-based fine-grained modeling. The focus of EDM is on harmonizing
metadata about diverse cultural heritage collections using object-centric,
event-centric, or both modeling approaches [99]. Both of these models
facilitate interoperability in harmonizing datasets, and the choice of the
metadata schema is mostly an opinion, concerning whether one wants
to harmonize information about the actual historical events (CRM), or
harmonize cultural heritage collection or object metadata (EDM).

Of the state-of-the-art projects, CRM is employed in WW1LOD [152].
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In addition, CRM was used in modeling the Bletchley Park Museum re-
sources [45] and EHRI has proposed to use CRM to represent people and
events [2]. EDM is used in Europeana Collections and CENDARI [28]. Sim-
pler metadata schemas, such as DCT, are used in Muninn [216], CDEC [2],
Oorlogsbronnen [210], and EHRI [210], Koninkrijk [53].

Improving on the State of the Art

Publication I answers the question by providing the data model used in
WarSampo for representing military history, and the source datasets.

As several heterogeneous, distributed sources make references to the
same key entities, it is crucial that there is a standard way of referring to
the entities when combining this information. Linked Data enables this,
as URIs create an identity to each key entity. Furthermore, the different
relations between entities can be separated by different properties with
formal semantics. URIs enable the linking of pieces of information directly
to the key entities in a sustainable way, as anyone can re-use the same
identifiers.

Wars can be essentially seen as sequences of events, supporting the use
of CIDOC CRM as the conceptual framework for representing event-based
historical information from heterogeneous data sources, and enabling to
create a unified view of a military history narrative as a sequence of events
that can be placed on a timeline. The actions and events of involving actors,
such as the wounding, promotion, or death of a soldier, and the formation
or movement of a military unit can be described naturally as events.

The WarSampo data model builds on the state-of-the-art data model em-
ployed in WW1LOD: using CRM as the backbone with minor documented
deviations, and using a few other useful ontologies for metadata annota-
tions. The state of the art is improved in WarSampo by extending CIDOC
CRM for the military history domain and especially for the representation
of the events of war, by creating RDFS subclasses of CRM classes. This
enables semantically separating the classes, e.g., for information retrieval
purposes. This approach of creating specialized subclasses is endorsed in
EDM [99], but not explicitly supported in CRM. However, the RDF data
model enables this when using CRM as RDF. For example, the activity
of a person can be further divided into military activity or photography,
of which the former can be grained down to battles, bombardments, and
promotions. This enables to easily select and examine, e.g., battles as a
separate activity. The same approach can be used for properties, to use
more specific subproperties of those existing in CRM.

The CRM extensions are created based on the need to represent infor-
mation in the source datasets, i.e., a new subclass is only created should
there be instances of the class created based on the source datasets. The
variety of the WarSampo source datasets is enough to cover the military
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historical key entities in the data model, but the scope of the data model
does not cover everything relating to military history. However, the data
model can be easily extended as needed, by creating new specialized RDFS
subclasses of either the CRM classes or the already specialized classes. For
example, one could create a new class for a specific type of military activity,
such as aerial combat, by creating a new subclass of the existing military
activity class in the WarSampo data model. Similarly new specialized
properties can be created based on the ones existing in CRM or in the
WarSampo data model by defining a new property as RDFS subproperty
of an existing one. For example, a new subproperty of the CRM property
crm:P12_occurred_in_the_presence_of could be created for depicting the in-
volvement of an aircraft in an aerial combat. A new class for aircrafts
could be defined as a subclass of CRM crm:E24_Physical_Man-Made_Thing.

Table 3.1 presents the source datasets of WarSampo. The source datasets
are provided by various organizations, such as the National Archives of
Finland, The Finnish Defence Forces, The Association for Military History
in Finland, The National Land Survey of Finland, and the Aalto University.
The source datasets were in different formats, e.g., spreadsheets, text,
web pages, images, application programming interfaces (API), Extensible
Markup Language (XML) documents, Portable Document Format (PDF)
documents, and RDF graphs. The contents of the source datasets did not
use any shared vocabularies or shared practices of referring to entities.

As a basis for harmonizing the heterogeneous source datasets, an ontol-
ogy infrastructure was first constructed from some of the source datasets,
to which the other datasets can be linked to. The ontology infrastructure
consists of domain ontologies (DO) modeled using 1) CIDOC CRM: people,
military units, places, and military ranks, and 2) SKOS: citizenships, gen-
ders, marital statuses, mother tongues, nationalities, perishing categories,
and occupations.

For the created WarSampo RDF resources, the source dataset where
the resource is originating from is generally annotated directly to the
resource. In the case of the Prisoners of War dataset, the source data
contains also detailed information about original information sources for
individual pieces of information, and often multiple contradicting values
for a single spreadsheet column. The detailed information sources are
modeled in WarSampo as RDF Reifications [227] with a source annotation.
Reifications also enable the ranking of multiple values for a single property
or attaching various annotations, like other provenance information, to
any RDF triples.

Descriptions of how key entities, i.e., events, places, documents, people,
military units, and occupations, are modeled are given next.

Events. WarSampo events have been classified into 19 subclasses of
the class crm:E5_Event. They are used to model war and political events like
battles, bombardments, or political activity, and events of the actors partic-
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Table 3.1. The source datasets of WarSampo.

# Source Dataset Used Content Format
1 Casualties of WW2 94,700 person records spreadsheet

2 War diaries 26,400 war diaries with metadata,
9850 units, and 12 people

spreadsheet

3 Senate atlas 414 historical maps of Finland digital images

4 Municipalities 625 wartime municipalities digital text

5 Organization cards 132 military units & 279 people &
642 battles

digital images,
PDF documents

6 Units of The Finnish
Army 1941–1945

8810 military units digital text, PDF
document

7 Wartime photographs 164,000 photos with metadata, 1740
people

spreadsheet, API
access

8 Kansa Taisteli maga-
zine articles

3360 articles by war veterans spreadsheet, PDF
documents

9 Karelian places 32,400 places of the annexed Karelia spreadsheet

10 Karelian maps 47 wartime maps of Karelia digital images

11 Finnish Place Name
Register

798,000 contemporary place names XML

12 National Biography 699 biographies spreadsheet

13 War cemeteries 672 cemeteries & 2450 photographs spreadsheet, digi-
tal images

14 Prisoners of war 4450 person records spreadsheet

15 Wikipedia 3010 people, 255 military units API, web pages

16 Knights of the Man-
nerheim Cross

191 people, 1120 medal awardings API, web pages

17 Military history liter-
ature (9 sources)

1050 war events, 2900 military units,
585 people

printed text

18 Finnish Spatio-
Temporal Ontology

488 polygons of wartime municipali-
ties

RDF

19 AMMO Ontology of
Finnish Historical Oc-
cupations

3090 occupational labels RDF
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ipating in the war, like births, joinings to military units, troop movements,
dissolutions, and promotions. Each event has a textual representation, a
time-span, links to participating actors, and information where the event
occurred with links to the place ontologies when applicable.

Photography events are created for photographs to represent the taking
(i.e., creation) of photographs, so that photographs that have been taken
the same day and have the same description are grouped in the same
event. Modeling the photographs using events has the benefit of making it
possible to handle them the same way as other event-based entities.

Places. The ontology of places is combined from four different sources,
and modeled with a simple schema, which contains properties for the place
name, coordinates, polygon, place type, and part-of relationship of the
place. Each place is an instance of a subclass of crm:E53_Place.

Documents. War related document files, i.e., photographs, war diaries,
and magazine articles, are modeled as separate subclasses of crm:E31_Docu-
ment, having Dublin Core like metadata annotations. A separate group of
documents are person records, i.e., death records and war prisoner records,
which are linked to corresponding person instances via crm:P70_documents

relations. Person records are directly linked to the ontology infrastructure.
Actors. Publication II presents a key part of the WarSampo ontology

infrastructure: the actor ontology, consisting of people and military units.
Contrary to actor vocabularies, the actor ontology represents an actor as
a biographical life story. The crm:E39_Actor class, with its subclasses can
be seen to be central to the whole data model, as there is a considerable
amount of references to them from the other classes. Actors are mod-
eled mostly using CRM, by re-interpreting the information in the source
datasets as events relating to the actor. For people, CIDOC CRM-based
Bio CRM [202] is used to present roles like occupations.

The military units are particularly challenging: the army hierarchy is
large and changes rapidly, unit identification codes and names change occa-
sionally to confuse the enemy, and casualties and replacements constantly
change unit compositions. The army hierarchy, including the temporal
changes made in it, is modeled as the events of a unit joining its superior
unit.

Occupations. Publication III presents the creation of the SKOS-based
domain ontology of Finnish historical occupations, AMMO, which is based
on thousands of Finnish historical occupational labels from the early 20th
century, also containing the occupational labels of WarSampo. It improves
the state of the art by combining synonymous occupational labels into
single concepts containing multiple labels. This greatly enhances the
studying of the people in the WarSampo data through their occupations.
AMMO provides a resource for the prosopographical study of the person
registers, as most of the people in them are annotated with occupational
labels. AMMO is aligned with the international HISCO standard and the
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Finnish Classification of Occupations to provide social stratification infor-
mation and field of work information, and for international and national
interoperability. Domain ontologies such as AMMO can be used as natural
components for faceted search and semantic recommendation in semantic
portals for military history. AMMO is to the best of our knowledge, the
first Finnish occupation ontology.

3.2 Harmonizing Heterogeneous Data

The research question 2 concerns attaching data and documents to the
representational model of military history devised in research question
1. Heterogeneous data need to be combined from various sources, and in
various formats, to create a unified, interoperable whole of the history of
Finland in WW2. The contributions are considered on the three levels
of semantic reconciliation [90]: 1) syntactic interoperability, 2) semantic
interoperability, and 3) semantic disambiguation.

RQ2. How can heterogeneous military historical data be harmonized and
integrated from distributed sources?

The Publication I provides answers to this question by presenting the
methods and implementation of the integration and harmonization of
heterogeneous datasets about Finland in WW2 into the WarSampo Linked
Data infrastructure. The state of the art is first presented for comparison.

State of the Art

The state of the art in providing syntactic interoperability is to use the
RDF framework of Linked Data, used in all of the referenced state-of-
the-art projects, except EHRI [210]. The method of achieving semantic
interoperability is by using shared metadata schemas, such as CRM and
EDM, and shared ontologies, such as DCT and FOAF. This method can be
implemented by manually annotating resources, or by using NEL.

The method for achieving semantic disambiguation is by resolving the
identities of entities contained in text or structured data, typically referred
to by entity names. The scope of the problem is to identify the identities
within a dataset or project, so that two mentions of an entity, e.g., a person,
refer to the same identity. Semantic disambiguation has been implemented
by manually annotating resources by domain experts, or using NEL, or
both. Record linkage does not seem to have been used in previous research
in the military history domain.
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Improving on the State of the Art

Publication I presents a method for harmonizing and integrating hetero-
geneous, distributed datasets into a common data model. The method is
then applied to create the WarSampo knowledge graph, by populating the
data model from the source datasets.

The method uses Linked Data to provide syntactic interoperability. By
using CRM and a shared ontology infrastructure, the heterogeneous source
datasets can be reconciled semantically to refer to shared entities instead of
referring to entities by names. E.g., instead of referring to a person by their
name, the person can be referred to by a URI, to make an unambiguous
reference to a certain person. The resulting data graphs, which use the
DOs, are referred to as metadatasets (MDS).

Various data transformation processes can be used to transform datasets
into the harmonizing data model, and link entities in the created MDSs
to the DOs. Information like military ranks, places, and occupations is
typically given as text strings in the source datasets. Linking these to DOs
is usually rather simple, by comparing the text strings with the labels of
resources in the DOs, but to improve recall, some programmatic harmo-
nization and heuristics have been used. The linking enables information
retrieval based on the DOs. For example, by linking entities to places, it is
easy to retrieve all information relating to a place, from several datasets.

Information about a person can be found in various datasets, each bring-
ing some new information about the person, which can be used to create a
more and more full biography of a single person. However, the challenge is
that the person can be referred to very differently in different data, as e.g.,
the military rank and military unit of a soldier can change in time, and
often the name of a person is not given in full. Details may be missing, like
the date of birth, or they may even be incorrect. The same full name can
refer to different people, and different names can refer to the same person,
as people have changed names. In the early 20th century it was common
to take a new Finnish surname to replace a former non-Finnish one.

The entity linking enriches the MDSs. For the entities in an MDS, the
DO may contain further information about the linked concept, such as
in the case of AMMO occupations, where linking a person to an occupa-
tion concept also enriches the person with information about his social
status through the occupation. The DOs can also be used to provide con-
textual information through the entity linking, e.g., people with the same
occupation.

The process of populating the data model to create the WarSampo knowl-
edge graph started by creating the shared DOs. The source datasets were
then converted into RDF and linked to the DOs to create the WarSampo
MDSs. Some early DOs, i.e., 5610 people, military units, military ranks,
and medals, involved manual ontology editing, and the processes used
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to create them are not repeatable. They are maintained directly in RDF
format, along with the SKOS-based DOs used by the person records, i.e.,
citizenships, genders, marital statuses, mother tongues, nationalities, and
perishing categories.

A repeatable data transformation pipeline is used for building the major-
ity of the knowledge graph from the source datasets. The processes in the
pipeline align and transform the source datasets into the WarSampo data
model and link entities to the WarSampo DOs. In this method, the domain
experts can maintain the primary data in the original native format. When
a source dataset is updated, the pipeline can be used to easily recreate the
whole knowledge graph with the updates.

The semantic disambiguation is mostly implemented using different
NEL [75] implementations, e.g., [149, 196], to link resources to the DOs. In
the linking, a small number of erroneous or missing links is not considered
a problem. As a general principle, we have tried to link more rather than
less, focusing on recall rather than precision. This enables providing at
least the relevant links for the users of the data to find more information
that they might be interested in. If we emphasized precision more, some
relevant information might not be found. We trust in the user’s ability to
evaluate the links and give feedback if a link is clearly wrong.

When NEL is used to link textual terms to resources, the original values
are preserved with a separate property, in order to provide enough infor-
mation for the user of the data to evaluate whether the generated link
might be incorrect.

In some cases, like when disambiguating person records in different
datasets, more emphasis needs to be put on precision. The person records
are matched to already existing person instances using probabilistic record
linkage [74], with a logistic regression-based machine learning implemen-
tation. New person instances are created in the Persons DO for the person
records that don’t match any existing person.

The resulting WarSampo knowledge graph [109] consists of 14,300,000
triples. The core classes used in both MDSs and DOs are presented in
Figure 3.1, with instance counts and main linkage between the class
instances. The arrow direction depicts the direction of linking and LOD
Cloud refers to the global LOD cloud. The core classes contained within a
DO are shown as green rectangles and the MDSs using the DOs are shown
with yellow rounded rectangles.

The NEL of war and political event descriptions to the DOs of people,
military units, and places, is accomplished with F1 scores of 0.88, 1.00, and
0.88, respectively [83]. The NEL of photograph metadata to the DOs of
people, military units, and places, is accomplished with F1 scores of 0.80,
1.00, and 0.77, respectively [83]. The NEL of magazine article metadata
to the DOs of military units, and places, is accomplished with F1 scores of
0.79 and 0.62, respectively [83].
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Figure 3.1. The core classes with instance counts and linkage between class instances.

The person record linkage of death records results in 613 death records
linked to matching people in the 5611 pre-existing person instances, while
for the remaining 94,056 death records, new person instances are created.

The person record linkage of prisoner records results in 1397 person
records linked to matching people in the 99,667 pre-existing person in-
stances, while creating 3031 new person instances in the Persons DO.

The precision of the person record linkage of both the death records and
prisoner records was manually evaluated to be 1.00, based on randomly
selecting 150 links from the total of 620 links for death records, and 200
links from the total of 1397 links for the prisoner records. The information
on the person records and the person instances was compared, and all of
the records were interpreted to be depicting the same actual people with
high confidence.

In addition to new understanding about the applicable methods, the
created artifacts, i.e., the data model, DOs, and MDSs facilitate interop-
erability themselves. They are available for anyone to use and link to,
helping to prevent future interoperability problems.

3.3 Semantic Portal For Military History

Research question 3 deals with using the Linked Data to make sense of
military history via web-based user interfaces.

RQ3. How can military historical Linked Data be searched, browsed, ana-
lyzed, and visualized on web user interfaces?

The publications IV–VIII provide answers to this question by presenting
the WarSampo portal and its different perspectives to the interlinked mili-
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tary historical data. The state of the art is first presented for comparison.
There seems to be only one existing online system for providing user

interfaces for Linked Data about historical war events: The LOD Navigator
uses a spatio-temporal interactive user interface of the holocaust related
events of 9040 people in the CDEC dataset [189]. Many of the systems for
WW1 or WW2 related information employ basic browsing and searching
functionality of the metadata of collections and tangible cultural heritage
items.

As a basis for the design of the user interfaces, Publication V lays out the
different user groups of military historical data identified at the National
Archives of Finland. The military historical data users can roughly be
divided into three groups: 1) academic researchers, 2) military history
enthusiasts, and 3) private citizens.

The first group has the widest range of needs regarding the data, but
often has the best skills to handle and refine the data by themselves. The
focus of academic researchers seems to be shifting from a macro level
towards studying individuals and the social aspects of war [25, 21].

Military history enthusiasts usually approach the data from a military
unit perspective, or they may concentrate on a certain location during a
narrow time frame. They may also be searching for irregularities, such
as peaks in the numbers of casualties or in certain age groups within the
data.

Private citizens usually begin their search for information with their
own relatives who were lost during the war. After finding that out, they
may go on searching for similar destinies based on age group, unit, or
locations (e.g., home towns or the location where their relatives lost their
lives). Private citizens are usually the most dependent on easy-to-use user
interfaces. It seems apparent that this is the largest user group of the
data.

WarSampo is targeted to all of the three user groups. The WarSampo
dataset can be queried directly from the open SPARQL endpoint1, or
downloaded and processed further, by e.g., academic researchers. The
WarSampo portal provides user-friendly applications for all the user groups
to search, browse, analyze, and visualize the data.

Publication IV introduces the WarSampo portal2, which is a semantic
portal improving the state of the art by providing nine different perspec-
tives on the WW2 related Linked Data. Event-based spatio-temporal user
interfaces enable depicting the whole war as events, completed with per-
spectives for searching and browsing related resources like people, places
and photographs. The high level of interlinking within the knowledge
graph is used to provide links between resources in different perspectives.

The perspectives are a collection of interlinked applications, which ad-

1http://ldf.fi/warsa/sparql
2https://www.sotasampo.fi/en/
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dress different end-user information needs. The idea of providing perspec-
tives is different from large monolithic portals like Europeana that may
show only one view or search perspective of the data. The different per-
spectives are supported without modifying the data, but by only adjusting
the data queries sent to the open SPARQL endpoint of the LOD service.
In this way new application perspectives to the data can be added easily
and independently, without affecting the other perspectives. The list of
perspectives is given in Table 3.2.

Perspective Search Paradigms Results Display

Events spatio-temporal spatio-temporal, event home page

Persons
Publication VI

free text search person home page

Military Units free text search
spatio-temporal, military unit
home page

Places geospatial, free text search geospatial, home page

Articles faceted search table, contextual reader

Casualties
Publication VIII

faceted search table, visualizations

Photographs
Publication VII

faceted search table, photograph home page

War Cemeteries
Publication V

faceted search table, cemetery home page

Prisoners
Publication VI

faceted search table, visualizations

Table 3.2. The WarSampo application perspectives, referenced to Publication IV unless
otherwise stated.

All perspectives employ a search over the entities of interest in the
particular perspective. The used search paradigms are:

Geospatial search. The user can search visually on a pannable and
zoomable map, overlayed with markers or polygons highlighting the
places containing results. The user can select the place of interest, to see
either the home page of a resource, or links to resources related to the
place, depending on the perspective.

Spatio-temporal search. Same as above, with the addition of an in-
teractive, visual timeline component, on which the relevant events are
shown on the date of their occurrence. The user can change the focused
time period by scrolling the timeline horizontally.

Free text search. The user can search resources by entering a part of
the name into a text input field.
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Faceted search. The user can interactively explore, browse, and an-
alyze the resources. Faceted search is based on displaying categories
for each facet, from which the user can select one, which then narrow
down the result set to include only the results that match the user selec-
tions. Facets are presented on the left of the user interface with free text
search support. The number of hits on each facet is calculated dynami-
cally and shown to the user, and selections leading to an empty result
set are hidden. The faceted search is used not only for searching but
also as a flexible tool for researching the underlying data. The faceted
search of the casualties perspective is shown in Fig. 3.2, where the hit
counts immediately show distributions of the result set along the facet
categories.

Figure 3.2. The faceted search interface of the casualties perspective with one selected
facet. The left side contains the facets, displaying available categories and the
amount of death records for each selection category. Death records matching
the current facet selections are shown as a table.
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There are many different approaches to displaying the results based on
the search paradigm. Many perspectives combine multiple types of results
display, either as complementary parts of the perspective or as optional
ways to display a certain result set. The used results display types are:

Geospatial. The results are shown visually on a map as markers or
polygons, which can be clicked to show the home page of the place or
event, depending on the perspective. The user can choose to view the
results on top of digitized historical maps.

Spatio-temporal. Similar as above, but with an additional timeline
element. A heatmap overlay shows casualties on the map during the
selected time-frame.

Table. The typical results display of a faceted search perspective, listing
the results with their most important details.

Visualizations. The results of faceted search can be visualized based
on the properties of the result class, to study the distributions of values
in that result set. Publication V presents prosopographical visualizations
based on the death records. Visualizations in the casualties perspective
include various bar and chart visualizations as alternative results dis-
plays to the table view. Figure 3.3 presents a screenshot of the novel
sankey diagram of soldier life paths, showing the life paths of the 40 sol-
diers buried in the cemetery of Inari in Ivalo. The diagram shows where
the soldiers were born, where they lived, where they died, and where
they are buried. Additionally, the war cemetery home page visualizes
prosopographical statistics of the buried people.

Contextual reader. The articles perspective, presented in Publication
IV, uses a faceted search of the Kansa Taisteli magazine articles. The
articles can be read with an overlay providing contextual information,
with real-time annotations based on EL [151]. The annotations link
to WarSampo DOs and DBpedia, and work as hyperlinks to further
information.

Home page. Of the nine perspectives, five provide home page for the
contained entities, by employing a systematic URI referencing policy. The
home pages are domain specific Hypertext Markup Language (HTML)
pages for human usage. For example, a soldier in the “persons” perspec-
tive, has a home page, created by the perspective, that can be linked
easily to the home pages of the other perspectives by their URIs. All
of the home pages contain links to related photographs, people, and
military units. Also home pages of four entity types link to events, and
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three to magazine articles. Non-personalized semantic recommender sys-
tems [147] based on entity linking are used to provide links for further
information.

Figure 3.3. Life paths of 40 soldiers buried in the cemetery of Inari in Ivalo.

Publication VI presents restructured person home pages in the persons
perspective, which reassembles soldier biographies by combining infor-
mation contained in the person instances and in various person records.
Differing values for every personal detail or activity are grouped together
and shown on consecutive rows. Information sources are explicitly shown,
whenever they are known, as the information can be contradictory in dif-
ferent sources within a prisoner record [108], or between different person
records, or between person records and a person instance originating from
other sources than the person records. The perspective serves citizens and
researchers who are interested in finding information about a person’s
involvement in the war.

Publication VII describes the SPARQL Faceter tool, which provides the
faceted search functionality for four of the WarSampo perspectives: Ca-
sualties, Photographs, War Cemeteries, and Prisoners of War. The tool
is highly customizable, and can provide faceted search functionality over
an arbitrary SPARQL endpoint. The data processing and handling of the
facets happens on the client-side.

An asynchronous SPARQL query is sent from the user’s web browser to
the SPARQL endpoint each time a user makes a selection in the facets. The
SPARQL endpoint returns the results of the query to the user’s browser,
which does additional processing of the data before displaying the new
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results to the user. The system works well even with the large casualty
dataset, consisting of ca. 2.4 million triples, as pagination is used to limit
the amount of results that are queried and displayed at a time.

Visualizing the Linked Data via SPARQL Endpoint. Publication
VIII demonstrates the end-user use of the data directly from a SPARQL
endpoint. For example, a user can query the daily casualties of a single
military unit and all of its subunits. The results can be plotted with, e.g.,
the online YASGUI [174] tool, enabling easily visualizing the results. This
way, a user can draw histograms with data directly obtained from the
WarSampo SPARQL endpoint.

3.4 Maintaining Military Historical Linked Data

Research question 4 is concerned with maintaining the information con-
tained in a Linked Data Cloud (LDC) in the domain of military history.

RQ4. How can the interlinked data and datasets be maintained?

The flexibility of the RDF data model provides various change propaga-
tion scenarios, where changes in one entity need to be taken into account
in elsewhere due to links between entities, or the links would become
invalidated. As ontologies are rarely static, this is a known problem in
maintaining Linked Data.

The state of the art in Linked Data maintenance depends on the type of
totality that is being focused on. Typically the distributed nature of the
Semantic Web forces systems to react to external changes, which need to be
first noticed, and then evaluated what has changed, and deciding whether
the changes provoke a need to propagate the changes to the system in
question. If the changes need to be propagated, then depending on the
used approach, and the type of change, different actions are undertaken.

Publication IX addresses dataset maintenance on a LDC level, which
improves on the state of the art in Linked Data maintenance by providing
a practical scenario with a proposal for a solution in the case of a centrally
managed LDC. The proposed solution is evaluated by demonstrating its
use in maintaining the WarSampo knowledge graph. A LDC consists of a
set of graphs, which can be differentiated into two major categories: DOs,
and MDSs. DOs define the concepts used in populating the MDSs, and
are shared by them. A set of DOs in an application domain is considered
an ontology infrastructure. From a data management point of view, DOs,
MDSs and mappings between graphs differ from each other.

The change propagation between graphs depends on whether the changed
graph is a DO or an MDS, and whether a referencing graph is a DO
or an MDS. The WarSampo ontology infrastructure is not static, but is
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maintained and extended to better represent the military history domain.
As WarSampo heavily employs probabilistic entity linking to DOs, changes
to a DO may invalidate existing entity linking, and the linking needs to be
redone.

For example, maintenance of the War Cemeteries involves two scenarios
of change propagation: 1) from DO to MDS, as the cemeteries are modeled
as part of the places DO. If the cemetery data is updated, the linkage from
the death records need to adjust to the change. 2) From MDS to DO, if
the death records MDS, which references the cemeteries, changes, the
cemeteries in the places DO may need to be adjusted.

As the prisoner data is maintained, new property values may be added.
If new values are added to a property that is linked to a DO, the change
should be propagated also to the DO, if a value is missing from it. This is
the case, if for example a new occupation is added to the data, which is
not present in the occupation DO. When a new person record is added to
the register, the changes will propagate to the person DO, either through
mapping, or through the creation of a new person instance. The person
records are mapped to the person DO using probabilistic record linkage.
The linking should be redone if the person DO changes to prevent broken
or missing links.

A key lesson in iteratively building and maintaining the WarSampo
dataset is that all data transformations and linking should be made into
repeatable, automated processes, to be able to handle many change propa-
gation scenarios automatically. The transformation processes should be
built using a modular structure, to be maintainable and reusable. In a
dynamic LDC, the entity linking processes need to be adaptable to changes.

A LDC that uses a complex data model, based on e.g., CIDOC CRM, will
be difficult to maintain in RDF format. For complex DOs and MDSs, it is
easier to update the data in simpler source formats, and maintain the data
transformation processes that build the graphs. Simple independent DOs
can be maintained directly in RDF format, whereas more complex DOs,
e.g., people, require a different approach.

In Publication I, a data transformation pipeline is presented to solve
the main change propagation scenarios in WarSampo. Processes in the
pipeline take source datasets as input, transform data into RDF, and link
entities to DOs. This automatically handles most of the change propagation
scenarios, and easily prevents the linking between graphs from becoming
inconsistent. The general idea is 1) first transforming the DOs, 2) then
transforming datasets which both link to the person DO and create new
person instances, and 3) then transforming and linking datasets that only
make references to the DOs.
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3.5 Results Summary

In this section, the research questions are revisited and summarized
results presented.

1. How can wars be modeled and represented as data?

Military history is a promising use-case for Linked Data, facilitating the
representation of heterogeneous, distributed, and conceptually intercon-
nected information. Entities are given an identity and an identifier that
can be shared between all the involved parties, and information is enriched
just by making references to the identifiers of the shared entities.

As wars can be seen as sequences of events, event-based modeling is
a natural framework for representing wars. CIDOC CRM is a widely
used standard in the cultural heritage domain, providing an interoperable
conceptual framework for event-based modeling.

In WarSampo, the CIDOC CRM has been extended to represent the
military historical domain. Key extensions are subclasses of the CRM
event class, that are used to present different events relating to the war,
like battles, bombardments, political activity, and events of the actors
participating in the war, like births, joinings to military units, troop move-
ments, dissolutions, and promotions. Similarly the CRM properties are
extended for the military historical domain. Detailed information sources
for individual pieces of information are modeled as RDF Reifications. The
data model can be easily extended as needed.

2. How can heterogeneous military historical data be harmonized and
integrated from distributed sources?

Harmonization of the data requires interoperability on three distinct
levels: 1) syntactic interoperability, 2) semantic interoperability, and 3)
semantic disambiguation.

Using Linked Data provides the syntactic interoperability of heteroge-
neous datasets. By using CRM and a shared ontology infrastructure, the
heterogeneous source datasets can be reconciled semantically to refer to
shared entities instead of referring to entities by names. E.g., instead of
referring to a person by their name, the person can be referred to by a URI,
to make an unambiguous reference to a certain person.

A repeatable data transformation pipeline is used for building the major-
ity of the knowledge graph from the source datasets. The processes in the
pipeline align and transform the source datasets into the WarSampo data
model and link entities to the WarSampo DOs. The semantic disambigua-
tion is implemented using various NEL implementations to link resources
to the DOs, and probabilistic record linkage to disambiguate people from
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different sources.
The entity linking enriches the metadatasets. For the entities in an

MDS, the DO may contain further information about the linked concept,
such as in the case of AMMO occupations, where linking a person to an
occupation concept also enriches the person with information about his
social status through the occupation. The DOs can also be used to provide
contextual information through the entity linking, e.g., people with the
same occupation.

3. How can military historical Linked Data be searched, browsed, analyzed,
and visualized on web user interfaces?

WarSampo is targeted at all military historical data consumers: 1) aca-
demic researchers, 2) military history enthusiasts, and 3) private citizens.
The WarSampo LOD service publishes all information as LOD, so re-
searchers can download the data and process it further, or query and
visualize it directly with SPARQL. The WarSampo portal provides user-
friendly applications for all the user groups to search, browse, analyze, and
visualize the data.

The portal consists of nine different application perspectives, that all
provide user interfaces for searching and studying a certain part of the
data. An important search paradigm employed in the user interfaces is
faceted search, used in 5 perspectives. The perspectives show results
mostly in tables, various visualizations, spatio-temporal views, and entity
home pages. All of the key entities in the data have their own home pages
within the perspectives. The perspectives are interlinked, by showing links
to related entity home pages in other perspectives.

4. How can the interlinked data and datasets be maintained?

A Linked Data Cloud consists of a set of graphs, which can be differenti-
ated into domain ontologies and metadatasets. From a data management
point of view, DOs, MDSs, and mappings between graphs are different
from each other, and changes in each produce different change propaga-
tion scenarios. The WarSampo ontology infrastructure is maintained and
extended as needed to better represent the military history domain. As
WarSampo uses mostly probabilistic entity linking to DOs, changes to a
DO may invalidate existing entity linking, and the linking needs to be
redone.

A key lesson is that data transformations and linking should be made
into repeatable, automated processes, to be able to handle many change
propagation scenarios automatically. The transformation processes should
be built using a modular structure, to be maintainable and reusable. In a
dynamic LDC, the entity linking processes need to be adaptable to changes.
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A repeatable data transformation pipeline is used to solve change prop-
agation scenarios in WarSampo. Processes in the pipeline take source
datasets as input, transform data into RDF, and link entities to DOs. This
automatically handles most of the change propagation scenarios, and easily
prevents the graphs from going out of sync with each other.
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4. Discussion

Traditional, comparative evaluation of the developed methods, tools and
implementations in this thesis is difficult. These developed artifacts pro-
vide novel solutions for the research problems described in Chapter 1.
Evaluating research is generally difficult in the Semantic Web research
area [20], and a particular difficulty is that the usefulness and usability
of the systems depend on multiple factors: the quality of heterogeneous
source data used, the software used for data handling, and the user inter-
faces built for the data [211].

The following criteria have been used to evaluate the research of this
thesis: 1) theoretical implications, 2) practical implications, 3) reliability,
and 4) validity. In the following, the research of this thesis is evaluated
against that criteria. Finally, recommendations for further research are
presented.

4.1 Theoretical Implications

In comparison to earlier research on modeling and representing military
history [42, 28, 216, 32, 59, 152, 45, 53, 2, 31, 210, 2, 49, 210], this thesis
extends the widely used CIDOC CRM to the domain of military history as
Linked Data. The existing scientific knowledge is advanced by presenting
the WarSampo data model as a useful artifact, while demonstrating its
applicability in practice in several case studies of populating different parts
of the WarSampo knowledge graph, and using the data in the WarSampo
portal. The created data model, and the populated knowledge graph are
published as Linked Open Data, that can be used and further extended by
anyone.

A repeatable data transformation pipeline is used for building the ma-
jority of the knowledge graph from the source datasets, aligning the data
and linking entities in the process. This allows the domain experts to
maintain the data in the original format and the changes can be integrated
by recreating the whole knowledge graph. Time requirement of running
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the data transformation pipeline is a few hours, causing a minor delay in
deploying data updates.

The WarSampo portal provides nine different perspectives on the data,
combining multiple search paradigms, as opposed to many cultural her-
itage portals, which only provide a single view or search perspective of
their contents [166, 189, 28, 31, 210]. The state of the art in the military
history domain [152, 145, 28, 189, 210] is improved by providing event-
based spatio-temporal user interfaces depicting the whole war as events.
Additionally, other perspectives enable searching and browsing related
resources like people, places, and photographs. The high level of inter-
linking within the knowledge graph is used to provide links between the
different perspectives. In the WarSampo portal, the different perspectives
are supported without modifying the data, but by only adjusting the data
queries sent to the open SPARQL endpoint. WarSampo is the first large
scale system for serving and publishing WW2 LOD on the Web.

Maintenance of Linked Data involves ontology evolution and Linked
Data Dynamics, which have been studied in previous research in different
contexts [131, 156, 224, 192, 131, 64, 164, 8, 101, 204, 136, 169]. This
thesis improves the state of the art by providing the observed change
propagation scenarios with a proposal for a practical solution in the case of
a centrally managed Linked Data Cloud. A typology of change propagation
is presented for describing the different scenarios. The WarSampo ontology
infrastructure is not static, but is maintained and extended to better
represent the military history domain.

4.2 Practical Implications

The WarSampo portal provides useful information for all citizens interested
in the wars. The user interfaces provide different perspectives that a user
can do searches on and browse different parts of the whole knowledge
graph. The interlinking of resources makes the data richer than the
individual datasets that a citizen could access through public memory
institutions.

Military history enthusiasts and academic researchers can search and
browse the data to focus on different parts according to their interests, like
places or military units. They can also search for irregularities or patterns
in the data through the user interfaces or by downloading the dataset and
studying it with external tools. The implemented entity linking enables
information retrieval based on the DOs, e.g., enabling a user to query
everything in the data that has some relation to a specific place or a
person.

Memory institutions, e.g., the National Archives of Finland, benefit from
the results of this thesis by being able to host data in WarSampo, and in the
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future publish new datasets there, instead of building their own services.
In the case of integrating the latest WarSampo dataset, the prisoners of
war, WarSampo was chosen as the primary data publication platform by
the stakeholders, which include the National Archives of Finland, and the
Association for Cherishing the Memory of the Dead of the War. In addition,
the lessons learned in WarSampo are valuable for an organization deciding
to build their own system for historical information.

The WarSampo knowledge graph is published on the Linked Data Fin-
land [88] platform, where it is openly available for use via a SPARQL end-
point, with the Creative Commons Attribution 4.0 license1. The WarSampo
dataset page2 contains human-readable information about the dataset and
the SPARQL endpoint3 serves all WarSampo data. A Fuseki4 SPARQL
Server is used for storing and serving the linked data. The used URIs
are dereferenceable and provide information about the resources for both
human and machine users, integrating the knowledge graph into the
Semantic Web. By publishing openly shared ontologies and data about
WW2 for everybody to use in annotations, hopefully future interoperability
problems can be prevented.

The Casualties dataset in WarSampo has already been used as a basis
for a popular Finnish WW2 portal, Sotapolku. Additionally, Wikidata
has linked some Finnish person instances to WarSampo with a distinct
WarSampo property, e.g., the commander-in-chief C. G. E. Mannerheim5 is
annotated with a WarSampo identifier.

Parts of the knowledge graph, especially the Places domain ontology
and historical maps have been reused in the Finnish historical place and
map service Hipla6 as geo-gazetteers [96] and in the popular NameSampo
service7 for toponomastic research [97]. The AMMO occupation ontology
has been re-used in the Finnish War Victims 1914–1922 project [172] and in
a knowledge graph of historical Finnish academic people [124]. Finally, the
knowledge graph was used for enriching data in the external semantic web
applications Norssi High School Alumni [93] and BiographySampo [94].

4.3 Reliability and Validity

Realiability measures the consistency of the results and the consistency
and stability of the research process over time and across researchers and

1https://creativecommons.org/licenses/by/4.0/
2http://www.ldf.fi/dataset/warsampo/
3http://ldf.fi/warsa/sparql
4http://jena.apache.org/documentation/serving_data/
5https://www.wikidata.org/wiki/Q152306
6http://hipla.fi
7http://nimisampo.fi
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methods. The objectives of this study and the research questions are pre-
sented in Chapter 1, and the research questions are revisited in Chapter 3,
when the results of the thesis are presented. The developed artifacts are
presented in Chapter 3 and discussed in more details in the referenced
publications, providing enough detail to support the repeatability of the
research. The objectivity of the research is supported by the explicitly
presented research methods, source datasets, and involved organizations.
The author of the thesis has no competing interests or personal biases
regarding the presented research that might have affected the research
process.

Internal validity refers to the degree to which it is possible to draw con-
clusions from the observations. The developed artifacts meet the objectives
set in Chapter 1, as is discussed in Chapter 3.

WarSampo is a part of the global LOD cloud8 and was awarded with the
LODLAM Challenge Open Data Prize in 20179. The WarSampo knowledge
graph has been accessed and used by more than 660,000 end users through
the WarSampo portal, equivalent to more than 10% of the population of
Finland. Over 400 end users have sent written feedback, mostly through
the portal’s feedback form. The feedback mostly concerns corrections to the
data contents, usually of the details of a user’s fallen relative. This suggests
that most of the users are able to use the portal to find the information
they are interested in, and are not unsatisfied with the experience of using
the portal, as the comments usually do not take any stance on whether the
portal is good or not.

The named entity linking [83] and person record linkage evaluation
results presented in Chapter 3 are good enough to be useful in practice, as
is demonstrated in the WarSampo portal.

External validity refers to the degree to which findings can be general-
ized beyond the setting in which they have been tested. The number of
datasets integrated in the research demonstrate that the methods can be
generalized to different contexts.

The scalability of the system in terms of concurrent users presents one
limitation of the system. In 2017, a sudden peak in the public interest to-
ward WarSampo made the service unavailable to users for some hours. The
server capacity was increased to stabilize the situation and the system has
since been quite stable. However, there are always limits to the concurrent
users and this is related to much of the technical implementation of the
server architecture like the hardware, the triple store used, caching, and
other related software. During the 2017 peak, the system was hosted on
a physical web server, which could not be scaled up to meet the demands.
Currently, the system is hosted on a Kubernetes container orchestration
system with docker containers, being able to automatically scale up as the

8http://linkeddata.org
9https://pro.europeana.eu/page/issue-7-lodlam
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user demand increases [41].
As the data is gathered from more sources and the knowledge graph

grows in size, scalability could become an issue also in the data transforma-
tion pipeline. The NEL processes and especially the person record linkage
use plenty of computational resources. Currently the record linkage imple-
mentation in the pipeline is able to find links between the 4450 prisoner
records and the 99,700 pre-existing person instances in the WarSampo
actor ontology in a few hours on a modern desktop computer. The ap-
proach would probably need to be revised if the actor ontology would be
considerably larger.

Even if the geographical scope of the research is Finland, there are no
reason why the proposed methods and data model would not be directly
applicable to other countries, provided that there would be data available
to populate the crucial classes of the data model, like places, events, and
people. Already, the integrated prisoners of war dataset contains data from
Russian archives written in Russian language. The methods and data
model could be applicable to another temporal scope, e.g., WW1.

4.4 Recommendations for Further Research

The research presented in this thesis provides a demonstration of how
a deeper understanding about military history can be achieved through
data integration, harmonization, and linking. The data contents however
present only a small amount of all the actually relevant information that
would be available in different archives and other data sources. The
presented data model can be extended as needed to widen the scope of the
data contents, without having to alter the existing parts of the metadata
schema and ontology infrastructure. As more and more data sources are
being digitized, there would be plenty of opportunities for studying various
data integration cases in the future.

A topic for future research is combining information from different coun-
tries taking part in the war. This would enable painting a more global
picture of events progressing geographically on a timeline, perhaps show-
ing differences in the military history narratives of different countries.

In addition, the maintenance of data in RDF format remains a topic worth
researching, as well as the possibility of harnessing the interest of the
wider public by crowdsourcing contents that citizens have in their family
belongings, etc. A collaborative platform for maintaining the data contents,
like the one used in the Wikidata project [61], could provide fruitful for
maintaining the data together by interested volunteers and professional
historians. RDF validation is expected to become a fundamental enabler
for data quality and interoperability [113]. Validating the whole knowledge
graph and integrating validation to the WarSampo data transformation
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pipeline should be studied in the future. ShEx could be used to both
validate the data and document the data model for data producers and
consumers [114].

This thesis has not ventured deep into the modeling of tangible military
historical cultural heritage although elements of this are captured in the
cases of Heroes Cemeteries, prisoners of war camps, and medals. There
would be more to explore in, e.g., military vessels, aircraft, weapons, and
fortifications.
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WarSampo Knowledge Graph: Finland in the
Second World War as Linked Open Data
Mikko Koho a,*, Esko Ikkala a , Petri Leskinen a , Minna Tamper a , Jouni Tuominen a,b , and
Eero Hyvönen a,b
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Abstract. The Second World War (WW2) is arguably the most devastating catastrophe of human history, a topic of great interest
to not only researchers but the general public. However, data about the Second World War is heterogeneous and distributed in
various organizations and countries making it hard to utilize. In order to create aggregated global views of the war, a shared
ontology and data infrastructure is needed to harmonize information in various data silos. This makes it possible to share data
between publishers and application developers, to support data analysis in Digital Humanities research, and to develop data-
driven intelligent applications. As a first step towards these goals, this article presents the WarSampo knowledge graph (KG), a
shared semantic infrastructure, and a Linked Open Data (LOD) service for publishing data about WW2, with a focus on Finnish
military history. The shared semantic infrastructure is based on the idea of representing war as a spatio-temporal sequence of
events that soldiers, military units, and other actors participate in. The used metadata schema is an extension of CIDOC CRM,
supplemented by various military historical domain ontologies. With an infrastructure containing shared ontologies, maintaining
the interlinked data brings upon new challenges, as one change in an ontology can propagate across several datasets that use it. To
support sustainability, a repeatable automatic data transformation and linking pipeline has been created for rebuilding the whole
WarSampo KG from the individual source datasets. The WarSampo KG is hosted on a data service based on W3C Semantic
Web standards and best practices, including content negotiation, SPARQL API, download, automatic documentation, and other
services supporting the reuse of the data. The WarSampo KG, a part of the international LOD Cloud and totalling ca. 14 million
triples, is in use in nine end-user application views of the WarSampo portal, which has had over 400 000 end users since its
opening in 2015.

Keywords: Linked Open Data, Semantic Web, Military History, World War II, Finland, Cultural Heritage, Digital Humanities

1. WarSampo Initiative

Plenty of information about WW2 is published ev-
ery year in books, articles, news, web sites and ser-
vices, documentaries, and films for humans to con-
sume. This information is scattered in various mili-
tary, governmental, cultural heritage, and other organi-
zations, making it hard to find and use. Furthermore,
the information is seldom published as data for reuse
in computational analyses and applications. Gather-
ing, extracting, and harmonizing information about the

*Corresponding author. E-mail: firstname.lastname@aalto.fi.

war is needed in order to create comprehensive global
views of the war and history but this is not a simple
task. This applies also to microhistory: for example,
finding out the details of what happened to a perished
relative during the war can be quite tedious, involving
studying and aggregating data about him/her from sev-
eral registries and data sources. Without harmonized,
clean data, the data analysis of large military historical
datasets, such as death records, would be difficult in
Digital Humanities Research [1, 2]. Combining infor-
mation from various sources facilitates answering the
complex societal research questions of “new military
history” scholars [3].

1570-0844/0-1900/$35.00 c© 0 – IOS Press and the authors. All rights reserved
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The goal of the WarSampo – Finnish Second World
War on the Semantic Web initiative1 is to study and
show how Linked Data [4] (LD) can help in solving
tasks like these [5]. The initiative collects military his-
torical data related to Finland in the Second World War
(WW2). The data is published as Linked Open Data
(LOD) in an open SPARQL endpoint on top of which
the WarSampo portal2 has been created, including nine
application perspectives to the data. The portal, tar-
geted to both researchers and the public at large, has
had 550 000 end users since its opening in 2015. The
WarSampo data service and portal were awarded with
the LODLAM Challenge Open Data Prize in 2017 in
Venice. The data forms an integrated interlinked 5-
star LOD publication, and is part of the global LOD
Cloud3.

The WarSampo knowledge graph (KG) was pub-
lished initially in 2015. The KG was first used by
seven different application perspectives in the War-
Sampo portal, via only the SPARQL API [5]. The idea
was to show that anyone could easily use the data dy-
namically on the client side. In 2017, by the centen-
nial of Finnish independence, a new eighth applica-
tion perspective of war cemetery data and related pho-
tographs4 was released [6], a further demonstration of
this idea. Finally, in 2019, a ninth application based on
yet another dataset of ca. 5000 prisoners of war was
aligned with the WarSampo KG and will be released
[7] in November 2019.

This dataset description complements our other pub-
lications about WarSampo by presenting in detail the
KG, including the process of maintaining the data.

2. Related Work

The problem of combining and using heterogeneous
cultural heritage datasets is a common problem in us-
ing Linked Data for Digital Humanities [8, 9] and in
Digital History [10]. Historical knowledge contextual-
ization and visualization with experiences from the VI-
CODI project are represented in [11], which also dis-
cusses general problems faced when modelling history
with ontologies. Several humanities and cultural her-

1The initiative and publications are presented in the initiative
homepage: https://seco.cs.aalto.fi/projects/sotasampo/en/.

2http://sotasampo.fi/en
3http://linkeddata.org
4https://seco.cs.aalto.fi/projects/sotasampo/hautausmaat/

itage related projects have used the CIDOC Concep-
tual Reference Model (CRM) [12]5.

Several projects have published linked data about
the World War I on the web, such as Europeana Col-
lections 1914–19186, 1914–1918 Online7, WW1 Dis-
covery8, CENDARI9, Muninn10, and WW1LOD [13].
There are also a few works that have used the Linked
Data approach to WW2, such as [14–16] and a LOD
system on WW2 holocaust victims [17].

Our own previous research on WarSampo first pre-
sented the vision and overview of the system especially
from the use case and end-user application perspec-
tives [5, 18]. In [19] data integration was concerned
from the named entity linking (NEL) point of view.
The maintenance problem of the interlinked dataset
has been explored in [20]. Work on creating and us-
ing individual parts of the KG has been presented in
several previous publications [6, 7, 21–24].

This article is organized as follows. The next Sec-
tion presents the source datasets. Section 4 discusses
how the information in the source datasets was har-
monized and presents the event-based data model. The
data transformation process is presented in Section 5.
An analysis of the data quality is given in Section 6.
The stability and usefulness of the data are discussed in
Sections 7 and 8, respectively, conclusion in Section 9.

3. Source Datasets

Table 1 lists the heterogenous source datasets of
WarSampo. The data comes from several Finnish orga-
nizations, such as the National Archives of Finland, the
Finnish Defence Forces, and the National Land Survey
of Finland. Some source datasets have been created as
part of the WarSampo project and related research.

The core dataset of the system is the casualty
database (source number 1 in Table 1) of the National
Archives that contains detailed information about vir-
tually every person killed in action in Finland during
the WW2. A key goal of WarSampo is to reassemble
the life stories of the soldiers by gathering informa-
tion about them via data linking. For this purpose, data
about the military units (5) and their history (6), in-

5A list of CIDOC CRM use cases can be found at: http://www.
cidoc-crm.org/useCasesPage.

6http://www.europeana-collections-1914-1918.eu
7http://www.1914-1918-online.net
8http://ww1.discovery.ac.uk
9http://www.cendari.eu/research/first-world-war-studies/
10http://blog.muninn-project.org
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Table 1
Source datasets of WarSampo, grouped by providing organization. Numbers in the article are rounded to 3 significant digits.

# Source Dataset Providing Organization Used Content Source Format
1 Casualties of WW2 The National Archives of Finland 94 700 person records spreadsheet
2 War diaries The National Archives of Finland 26 400 war diaries with metadata,

9850 units, and 12 people
spreadsheet

3 Senate atlas The National Archives of Finland 414 historical maps of Finland digital images
4 Municipalities The National Archives of Finland 625 wartime municipalities digital text
5 Organization cards The National Archives of Finland 132 military units & 279 people &

642 battles
digital images,
PDF documents

6 Units of The Finnish Army
1941–1945

The National Archives of Finland 8810 military units digital text, PDF
document

7 Wartime photographs The Finnish Defence Forces 164 000 photos with metadata, 1740
people

spreadsheet, API
access

8 Kansa Taisteli magazine arti-
cles

The Association for Military History in
Finland, Bonnier Publications

3360 articles by war veterans spreadsheet, PDF
documents

9 Karelian places The National Land Survey of Finland 32 400 places of the annexed Kare-
lia

spreadsheet

10 Karelian maps The National Land Survey of Finland 47 wartime maps of Karelia digital images
11 Finnish Place Name Register The National Land Survey of Finland 798 000 contemporary place names XML
12 National Biography The Finnish Literature Society 699 biographies spreadsheet
13 War cemeteries The Central Organization of Finnish

Camera Clubs
672 cemeteries & 2450 photographs spreadsheet, digi-

tal images
14 Prisoners of war The National Prisoners of War Project 4450 person records spreadsheet
15 Wikipedia Wikimedia Foundation 3010 people, 255 military units API, web pages
16 Knights of the Mannerheim

Cross
Knights of the Mannerheim Cross
Foundation

191 people, 1120 medal awardings API, web pages

17 Military historical literature
(9 sources)

- 1050 war events, 2900 military
units, 585 people

printed text

18 Finnish Spatio-Temporal
Ontology

Aalto University 488 polygons of wartime municipal-
ities

RDF

19 AMMO Ontology of Finnish
Historical Occupations

Aalto University 3090 occupational labels RDF

cluding original war diaries (2) are of central impor-
tance. Other integrated datasets include, among oth-
ers, a massive collection of wartime photographs (7),
memoirs of soldiers (8), historical maps (10), biogra-
phies (12), etc. In addition to people and units, histor-
ical (4, 9) and contemporary (11) places, are widely
used for data linking. The semantic backbone of War-
Sampo is the 1050 WW2 events based on military his-
torical literature (17).

4. Data Model

The source datasets of Table 1 were transformed
into RDF and harmonized into a coherent whole us-
ing an event-based data model. Here the concepts
in the source datasets are described using metadata
schemas [25], e.g., DCMI Metadata Terms (DCT),
and vocabulary models, such as SKOS and RDF

Schema (RDFS). This section first motivates the event-
based modeling approach used in WarSampo and then
presents in more detail the model, core classes, and
properties used.11

Representing Wars as Events. Since wars are es-
sentially sequences of events, an obvious choice for
representing military history is event-based modeling.
There are many approaches to modeling events [26–
30]. We use CRM with extensions to military histor-
ical concepts as the conceptual framework. There are
many reasons for this: Firstly, as a strongly event-
based model, CRM is suitable for harmonizing the
history of wars, Secondly, CRM is an ISO stan-
dard (21127:2014), which means that “reinventing the
wheel” can be minimized in data modeling. Documen-

11The data model is available on GitHub: https://github.com/
SemanticComputing/Warsampo-schema.
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tation and tooling are readily available for the standard
and reuse of the data by others is easier. Thirdly, as
CRM describes the real world rather than documents
about it, it can be used effectively for harmonizing
the heterogeneous source data for a unified represen-
tation of the wars and related materials. Using events
also makes it possible to describe the changes of sta-
tus of different entities, such as people and military
units. Furthermore, using a common model for all the
datasets makes querying the data more uniform.

The used CRM classes and their subclasses are pre-
sented in Figure 1 and the used namespace prefixes in
Table 2. The class structure was designed and extended
iteratively, as the amount of source datasets and links
between them increased. In Figure 1, the RDFS sub-
class relation is represented with a white headed ar-
row. The relationships between class instances are pre-
sented with various properties in the KG, which are
divided into two categories based on their certainty:
1) relations that are generated directly from the source
dataset information (solid arrows), e.g., a birth event
created from a person’s birth date in a death record,
and 2) relations that are generated using entity linking
methods (dotted arrows), e.g., to link a person men-
tioned in the caption of a photograph. Entity linking
methods use heuristics and produce a small amount of
erroneous links, which is discussed in Section 6.

Table 2
Namespaces of WarSampo classes and their main properties

Prefix Namespace
crm http://www.cidoc-crm.org/cidoc-crm/
rdfs http://www.w3.org/2000/01/rdf-schema#
skos http://www.w3.org/2004/02/skos/core#
dct http://purl.org/dc/terms/
: http://ldf.fi/schema/warsa/
hipla http://ldf.fi/schema/hipla/

CRM has an internal way of representing the types
of entities, with the property crm:P2_has_type. How-
ever, the common way of representing specific types in
LD is by introducing classes and subclasses for each
specific type, and using rdf:type to state that a resource
is an instance of a class. This approach is used in War-
Sampo, as it is more expressive, allowing multiple in-
heritance. In WarSampo, CRM is extended by creating
new subclasses for representing the military historical
domain. The modeling decision is based on the need
to use custom properties for the subclasses, that would
not be valid for a whole CRM class. This facilitates
interoperability with other systems based on CRM.

Events are represented strictly as subclasses of
crm:E5_Event depicted on the right in Figure 1. Also
the other core classes in the data model are from CRM.
However, for some information in the source datasets,
modelling them using CRM is not feasible, e.g., mari-
tal statuses, or nationalities, as the way to model them
with CRM is using groups and events, which is not
in line with how people intuitively organize this kind
of information [13]. In such cases, the information is
annotated using simple SKOS vocabularies.

Literal names of the WarSampo resources are rep-
resented using properties skos:prefLabel and skos:alt-
Label, instead of the more verbose CRM label appel-
lations, as there is no metadata available about the
appellations in the data sources. Information sources
are given with the property dct:source, and textual de-
scriptions with dct:description. The data model can be
extended with new CRM subclasses as needed, e.g.,
when integrating new datasets into the KG.

Core Classes. The WarSampo core classes are pre-
sented in Figure 2, with instance and link counts be-
tween the class instances. The arrow direction de-
picts the direction of linking and LOD Cloud refers
to the global LOD Cloud. Next, each core class is
explained, highlighting its most important properties.
Core classes contained within a domain ontology (DO)
are shown as green rectangles and the RDF meta-
datasets (MDS) using the DOs are shown with yellow
rounded rectangles.

Person. (sources 1, 5, 7, 12, 14, 15, 16, 17 in Ta-
ble 1) The WarSampo person instances have been cre-
ated [24] from multiple source datasets. The source
datasets provide varying levels of detail about people.
For most of the people (sources 1 and 14) we have am-
ple biographical metadata, but in some cases the level
of detail is not sufficient for disambiguating a person,
e.g., only surname and military rank may be known.

The person resources are modeled as instances of
:Person, a subclass of crm:E21_Person. Person re-
sources are further enriched with events created from
the source information, e.g., :Birth, :Battle, :Death,
:PersonJoining, :Promotion, or :MedalAwarding.

Military Unit. (sources 2, 5, 6, 15, 17) The mili-
tary unit resources are modeled as instances of :Mili-
taryUnit, a subclass of crm:E74_Group. Unit activity
is expressed as various related events, e.g., :Formation,
:Dissolution, :Battle, and :TroopMovement.

During the WW2, changes were made to the army
hierarchy: the unit identification codes and unit names
were changed occasionally in order to confuse the
enemies, and different units have even used identi-
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crm:E5_Event
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:MilitaryActivity

:Dissolution

:Battle

:MedalAwarding

:Bombardment

:Formation

:PersonJoining

:Disappearing

:Promotion

:Death

:Birth

:Wounding

:DeathRecord

:PrisonerRecord

crm:E53_Place

:Article

crm:E31_
Document

crm:E52_Time-
Span

:Medal

:Photograph

:Rank

crm:E55_Type

:TroopMovement

:UnitJoining

:UnitNaming

:Person

:Photography

:Source

crm:E73_Information_Object

hipla:Place

:PoliticalActivity

:Event

:Activity

crm:E66_
Formation

crm:E9_Move

crm:E68_
Dissolution

:Video

crm:E65_Creation

crm:E4_Period

:Conflict

:WarDiary

subclass ofis related to is probably
related to

:Capture

Figure 1. The CRM based WarSampo data model for representing military history as events.

cal names. The army hierarchy, including the tempo-
ral changes made in it, is modeled with :UnitJoining
events that link a unit into its superior unit [24] .

Death Record. (source 1) The death records (DR)
contain information about the ca. 94 700 fallen in the
Finnish fronts in WW2 [23]. They have served as the
primary source of person instances in WarSampo. The
data model of person instances is extended based on
the DRs, to contain events of wounding and disappear-
ing.

The DRs are modeled as instances of :DeathRecord,
which is a subclass of crm:E31_Document. From each
DR, there is a crm:P70_documents relation to the cor-
responding person instance. The DRs are described
with custom properties that correspond to the columns
of the source spreadsheet, while each DR corresponds
to a spreadsheet row. The DR properties convey infor-

mation about, e.g., the person’s occupation, the num-
ber of children, marital status, and burial place, using
custom SKOS vocabularies. The property values are
linked, when possible, to corresponding shared DOs
(e.g., Places).

Prisoner Record. (source 14) Prisoner Records
(PR) contain information of the ca. 4500 people cap-
tured as prisoners of war by the Soviet Union [7]. They
are modeled as documents (class :PrisonerRecord)
similarly as the DRs. Some properties are shared be-
tween the PRs and DRs, but in most cases the seman-
tics is different and separate properties are used, that
share a common superproperty. Typically, the PR prop-
erties depict the person’s situation at the time of cap-
ture, whereas the DRs depict the situation at the time
of death.
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Figure 2. WarSampo core classes with instance counts and linkage between the class instances.

The PRs contribute new person instances and ex-
tend the person data model with the capturing events.
The PRs often contain multiple values for a property,
and source annotations for property values, modeled as
RDF reifications.

Event. WarSampo events have been classified into
19 subclasses of the class crm:E5_Event, which are
shown in Figure 1. They are used to model 1) war
events (source 17), e.g., battles and bombardments, 2)
political activities (source 17), and 3) events that de-
scribe the history of the actors in the war (actor-related
sources).

Each event is an instance of :Event or one of its
subclasses (e.g., :PoliticalActivity, :Battle, :Bombard-
ment). Events are described with textual representa-
tions via dct:description, time spans, and places of oc-
currence, if applicable, linking the events to Places
DO. The events are linked to actors by several prop-
erties, e.g. crm:P11_had_participant, crm:P14_car-
ried_out_by, and crm:P100_was_death_of.

Place. (sources 3, 4, 9, 10, 11, 18) WarSampo
employs four distinct types of geographical data: 1)
The National Archives’ list of counties and munici-
palities in 1939–1945, enriched with polygon bound-
aries from the Finnish Spatio-Temporal Ontology12,
2) Geocoded Karelian map names, 3) War cemeter-
ies, and 4) the current Finnish Place Name Register. In

12http://seco.cs.aalto.fi/ontologies/sapo/

addition, 461 historical map sheets were rectified on
modern maps [31].

The geographical data within WarSampo is modeled
with a simple schema [32], which contains properties
for the place name: coordinates, a polygon, a place
type, and part-of relationship of the place. Each place
is an instance of a subclass of crm:E53_Place. The
Finnish Place Name register is used as an external DO,
served on a separate endpoint13.

Photograph. (source 7) WarSampo contains 164 000
wartime photographs with their metadata, taken by
Finnish soldiers, as well as 2450 recent photographs of
the Finnish war cemeteries. The photographs are rep-
resented as instances of the :Photograph class. Photog-
raphy events (class :Photography) represent the taking
(i.e., creation) of photographs, so that photographs that
have been taken the same day and have the same de-
scription are grouped in the same event. Modeling the
photographs using events has the benefit of making it
possible to handle them the same way as other event-
based entities and placing them on timelines. Property
values link photographs to the DOs of people, military
units, and places.

War Diary. (source 2) Metadata of hand-written
war diaries are given as instances of the :WarDiary
class, including dct:hasFormat links to the correspond-
ing digitized online documents provided by the Na-

13http://ldf.fi/pnr/sparql
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tional Archives of Finland. The property crm:P70_-
documents links to related military units or people.

Article. (source 8) Metadata of the Kansa Taisteli
war veteran magazine articles are given as :Article in-
stances. The article metadata is linked to WarSampo
DOs of people, military units, and places.

Occupation. (source 19) The AMMO Ontology of
Finnish Historical Occupations [22] harmonizes the di-
verse occupational labels present in the DRs and PRs.
AMMO provides the means to study people using so-
cial stratification measures via links to the interna-
tional HISCO [33] classification of occupations, and to
another national level classification.

5. Populating the Data Model

The process of creating the WarSampo KG started
with the creation of shared DOs [19], shown on the
top of Figure 3. The MDSs created from the source
datasets, were then linked to the DOs. Some of the
early DOs, i.e., 5610 people, military units, military
ranks, and medals, have involved manual work, and
the processes used to create them are not repeatable.
This is also true for person record specific lightweight
ontologies used by the death records and the prisoner
records. These DOs are maintained directly in RDF
and a repeatable data transformation pipeline was built
on top of those.

To create a harmonized view of the wars, it is vital
to reconcile the entities in the source datasets, by us-
ing the shared DOs. In most cases, the reconciliation
is based on probabilistic NEL [34], in which a small
number of erroneous or missing links is not considered
a problem. As a general principle, we have tried to link
more rather than less, focusing on recall rather than
precision. This enables us to provide at least the rele-
vant links for the users of the data to find more infor-
mation that they might be interested in. If we empha-
sized precision more, some relevant information might
not be found. We trust in the users’ ability to evaluate
the links and give feedback if a link is wrong. In some
cases, like when disambiguating references to people,
we pursued to maximize both recall and precision.

When NEL is used to link literal values to resources,
the original values are preserved with a separate prop-
erty, in order to provide enough information for the
user of the data to evaluate whether the generated link
might be incorrect.

Transformation Pipeline. A repeatable data trans-
formation pipeline is used for building the majority of

the KG from the source datasets. The processes in the
pipeline align and transform the source datasets into
the WarSampo data model and link entities to the War-
Sampo DOs.

If the source datasets are updated, the pipeline can
be used to update the KG. By recreating the KG, the
pipeline also handles change propagation caused by
changes in the MDSs or DOs [20, 35], which may
cause other parts of the KG to need to adapt to the
changes or the linking between resources may become
invalid. Several of the data transformation processes
employ Docker to increase reproducibility [36].

Figure 3 shows the data transformation pipeline, and
links created by the entity linking to the DOs. The
boxes represent structured data and the cylinders RDF
data, with the yellow color depicting DOs and the
green color depicting MDSs. The boxes from which
the processes start show the corresponding source
numbers from Table 1.

Because of the interlinking between datasets, differ-
ent change propagation scenarios emerge when updat-
ing the source datasets and DOs. The general strategy
to best handle the change propagation scenarios is to 1)
transform DOs, 2) transform the datasets which both
link to the Person DO and create new person instances,
and 3) transform datasets that link to the DOs, but do
not alter them. The steps shown in Figure 3 are:

1. The place transformation processes convert three
source CSVs and one source XML file into RDF,
along with the cemetery photograph metadata.

2. The Casualties transformation process trans-
forms the CSV into RDF death records, and links
them to the DOs of military ranks, military units,
occupations, places, and people [23]. The death
records are matched to already existing person
instances using probabilistic record linkage [37],
with a logistic regression based machine learning
implementation. New person instances are cre-
ated in the Persons DO for the death records that
don’t match any existing person.

3. The Prisoners of War dataset transformation pro-
cess [7] is similar to the previous step, and links
to the same DOs.

4. The war and political events originate from
OCR’d texts, which are then structured into CSV
files. This step takes the CSVs as input, trans-
forms them into RDF, and links entities to the
DOs [5].

5. Photograph metadata is transformed from CSV
into RDF, enriched by images using the data
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Figure 3. The 5-step WarSampo data transformation process. Dashed arrows represent entity linking, while solid arrows convey data flow.

provider’s API, and linked to the DOs of military
units, people, and places.

The resulting WarSampo KG consists of 14 300 000
triples, separated into multiple DOs and MDSs.

Data Publication. The KG is available on the
Linked Data Finland (LDF) platform [38], providing a
home page for the KG 14, and a public SPARQL end-
point15. To support reuse, the home page provides ad-
ditional information about the KG, such as, 1) schema
documentation automatically generated by the plat-
form, 2) example SPARQL queries, and 3) metadata as
a SPARQL Service Description16, containing Vocabu-
lary of Interlinked Datasets (VoID)17 metadata.

The WarSampo SPARQL endpoint is hosted on an
Apache Jena Fuseki18 SPARQL server. The whole KG
and Fuseki are contained in a Docker image, that can
be easily built and started when and where needed. The
DOs and the transformation pipeline results are sep-

14The home page of the KG: http://www.ldf.fi/dataset/warsa
15The public SPARQL endpoint: http://ldf.fi/warsa/sparql
16https://www.w3.org/TR/sparql11-service-description/
17https://www.w3.org/TR/void/
18https://jena.apache.org/documentation/fuseki2/

arated into individual data repositories, which are in-
cluded in the image as Git submodules.

The platform provides dereferencing of URIs for
both human users and machines, and a generic RDF
browser for technical data users, where a user is redi-
rected if a WarSampo URI is visited directly with a
web browser. The WarSampo URIs are of the form
http://ldf.fi/warsa/DATASET/ID where DATASET is
the name of the MDS or DO. The ID is an identifier
consisting of a prefix and a running number, for exam-
ple: http://ldf.fi/warsa/photographs/sakuva_57717.

The KG is also available in Zenodo, with an associ-
ated canonical citation [39]. The KG is licensed with
the open Creative Commons BY 4.0 license.

6. Quality of Data

The WarSampo KG is based on the heterogeneous
source datasets that are considered being of high qual-
ity, since most datasets originate from established na-
tional authorities. The data has not been corrected or
amended in any way, but only converted into RDF and
linked as they are.
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The KG adheres to the 5th star level of the 5-star
LD publishing principles [40]. In addition, the LDF
platform provides an explicit schema and an online
documentation19 to extend the LD publication qual-
ity to the sixth star, as suggested in the proposed 7-
star model [38]. The data has been validated syntacti-
cally by the transformation pipeline and the SPARQL
Server. Some schema-based validations regarding se-
lected datasets are underway as the first steps towards
obtaining the 7th star; this would require proof that the
data conforms to the published schemas. Also some
semantic, knowledge-based validation tests were made
using SPARQL queries. These tests found out some se-
mantic errors present in the source datasets. For exam-
ple, there are a few people recorded as being wounded
after their death.

Quality of Vocabulary Use. The quality of vocab-
ulary use is on the 4th star level of the five stars of
vocabulary use [41]. The WarSampo metadata schema
is dereferencable by humans (1 star), and machines (2
stars), it is linked to other vocabularies, e.g., CRM,
DCT, and RDFS (3 stars), and it is annotated using
DCT, SKOS, and OWL vocabularies (4 stars).

Quality of Entity Linking. The WarSampo entity
linking consists of NEL, person record linkage, and a
few manually created links.

The NEL of event descriptions to the DOs of peo-
ple, military units, and places, is accomplished with
F1 scores of 0.88, 1.00, and 0.88, respectively [19].
The NEL of photograph metadata to the DOs of peo-
ple, military units, and places, is accomplished with F1

scores of 0.80, 1.00, and 0.77, respectively [19]. The
NEL of magazine article metadata to the DOs of mili-
tary units, and places, is accomplished with F1 scores
of 0.79 and 0.62, respectively [19].

The person record linkage of death records results
in 613 death records linked to some of the 5610
pre-existing person instances, while for the remaining
94 100 death records, new person instances are created.

The person record linkage of prisoner records re-
sults in 1400 PRs linked to some of the 99 700 pre-
existing person instances, while creating 3030 new
person instances in the Persons DO.

The precision of the person record linkage of both
the death records and prisoner records was manually
evaluated to be 1.00, based on randomly selecting 150
links from the total of 620 links for death records, and
200 links from the total of 1400 links for the prisoner

19http://ldf.fi/schema/warsa/

records. The information on the person records and the
person instances was compared, and all of the records
were interpreted to be depicting the same actual people
with high confidence.

External Connectivity. Linkage from WarSampo
to external resources has been provided to facilitate
reuse. WarSampo is connected to the national Finnish
ontology infrastructure, by a total of 6110 links, of
which 5530 is to KOKO20, a collection of national
core ontologies, and the remaining 582 to YSA21. The
KOKO linkage contains 3380 keyword annotations of
magazine articles and 2140 skos:relatedMatch links
from AMMO occupation concepts. The YSA links are
additional place annotations of the war events that are
in geographical scope more global than the WarSampo
place ontologies.

There are 3360 external links to the digitized Kansa
Taisteli magazine service22 hosted by the Association
for Military History in Finland. There are also 26 400
of external links to the digitized war diaries23 hosted at
the National Archives of Finland.

Linkage to other datasets of the global LOD Cloud24

consist of 311 links to DBpedia, 159 links to Wikidata,
147 links to Muninn World War I, and 2 links to Cross-
Ref DOI Resolver. The military personnel and army
units are linked to DBpedia and Wikidata, and the mil-
itary ranks to Muninn World War I. Additionally, there
are 2190 links to Finnish DBpedia.

7. Stability of Data

The KG is mature enough to be relatively static, with
only minor error corrections predicted to happen in the
near future. New DOs can be added to the ontology
infrastructure, without affecting the existing DOs, as
the DOs are separated into distinct components, which
are handled separately in the transformation pipeline.

The URIs of the Casualties MDS have been revised
after initial release, stemming from the MDS origi-
nating from a time before the WarSampo infrastruc-
ture, and it had URIs which were not in the War-
Sampo namespace. In 2018, the MDS was revised to

20KOKO is a collection of Finnish core ontologies, which are
merged together: http://finto.fi/koko/en/

21YSA is a general thesaurus in Finnish, covering all fields of re-
search and knowledge, containing common terms and geographical
names for content description: https://finto.fi/ysa/en/

22http://kansataisteli.sshs.fi/
23http://digi.narc.fi/digi/dosearch.ka?atun=65.SARK
24https://lod-cloud.net/dataset/warsampo
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be fully integrated into WarSampo: the namespace was
changed, the schema was revised, and the used source
dataset was updated. The Casualties transformation
process (step 2 in Figure 3) was revised to be fully re-
peatable and to use person record linkage that is able
to adapt to changes in the pre-existing Persons DO.
Currently, the used WarSampo URIs can be considered
stable.

The KG is versioned using semantic versioning
2.0.025, and the KG version discussed in this article is
2.1.0, which includes the prisoners of war dataset, due
to be released in November 2019. The full retrospec-
tive version history is given in Table 3.

Table 3
WarSampo KG major and minor version history

Version Published Description
1.0.0 Nov 2015 Initial public release
1.1.0 Nov 2017 War cemeteries addition
2.0.0 May 2018 Backwards-incompatible URI

changes in the Casualties MDS
2.1.0 Nov 2019 Prisoners of war addition

The Linked Data Finland platform, on which the KG
is hosted, is actively maintained by the authors of this
article and has been operational since 2014.

8. Usefulness

Semantic Portal. The WarSampo Semantic Portal
provides end users with nine different WWW based
perspectives to the underlying KG. Each perspective
is a separate JavaScript application, designed to con-
vey information related to a source dataset or a cer-
tain class, in an intuitive and user-friendly way [5].
Instances of core classes, such as people, units, and
places, have their “home pages” whose URLs are of
the form http://www.sotasampo.fi/en/page?uri=URI,
where URI is the identifier of the corresponding in-
dividual. This makes it easy for the application per-
spectives or any external application to make refer-
ence to WarSampo contents, which facilitates cross-
application linking.

The WarSampo KG has been accessed and used by
550 000 end users through the WarSampo Semantic
Portal, equivalent to 10% of the population of Finland.
We have received written feedback from over 400 end
users, mostly through the portal’s feedback form. The

25https://semver.org/spec/v2.0.0.html

majority of the feedback contain corrections to the per-
sonal information of a respondent’s relative. The cor-
rections are stored and supplied to the data providers
for further consideration. There is an active open Face-
book group26 for community discussions.

Third-party Use. The core part of KG, the Casu-
alties MDS, has been used as a basis for another pop-
ular Finnish WW2 portal, Sotapolku27, a system aim-
ing at crowdsourcing detailed wartime histories of the
Finnish soldiers.

Wikidata has linked some Finnish person instances
to WarSampo with a distinct WarSampo property, e.g.,
the commander-in-chief C. G. E. Mannerheim28.

Parts of the KG, especially the Places DO and his-
torical maps have been reused in the Finnish historical
place and map service Hipla29 as geo-gazetteers [21]
and in the popular NameSampo service30 for topono-
mastic research [42].

Finally, the KG was used for enriching data in
the external semantic web applications Norssi High
School Alumni [43], and BiographySampo [44].

Known Shortcomings and Future Work. Event-
based modeling is an effective approach to represent-
ing wars, enabling the harmonization of heterogeneous
data, that can be used in spatio-temporal analytics and
user interfaces without the need to adjust the queries
for each source dataset separately. The downside of us-
ing an event-based model for all the datasets is its com-
plexity and verbosity: photographs are, for example,
modeled as an image and an event creating it, which
can lead to complex and slow queries.

Another problem is data maintenance: data mod-
eled with CRM is considerably difficult to edit directly,
due to verbosity and high level of interlinking between
resources. Our solution is to support maintenance of
the source datasets, which can be repeatedly integrated
into the KG using the data transformation pipeline.

The data transformation practices have evolved dur-
ing the project, and only later datasets are integrated
into the KG with repeatable processes. Also modeling
conventions have improved, and there are slight varia-
tions in how information from different source datasets
is modeled.

The transformation pipeline handles most change
propagation scenarios, but in some rare cases the initial

26https://www.facebook.com/groups/sotasampo/
27http://sotapolku.fi
28https://www.wikidata.org/wiki/Q152306
29http://hipla.fi
30http://nimisampo.fi
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DOs need manual updates. For example, if the Places
DO changes, the initial state of the Persons DO may
need to adapt to the changes, as there are references to
e.g., municipalities of birth.

In entity linking, disambiguating some entity types
without much context information has been found dif-
ficult. For example, place names are usually unam-
biguous on the municipality level, but automatically
disambiguating the names of villages, farms, and lakes
can not be done reliably due to high amount of syn-
onymy. Furthermore, place names are often used also
as surnames, which is a source of confusion in NEL
from free text.

The amount of open, structured, and digitized source
datasets about the war is limited. In WarSampo, the
focus is on the fallen soldiers, and not much is known
about the soldiers who survived the war, except for the
high ranking officers who can be considered public fig-
ures. In the future, plenty of new material will become
available through digitization, raising privacy concerns
regarding the people who might still be alive.

9. Conclusion

The WarSampo project has transformed a number of
previously isolated source datasets into a harmonized
KG. Besides the large number of links between enti-
ties, also whole new entities have been extracted from
textual content, e.g., people from photograph descrip-
tions, and military units from war diaries.

The WarSampo KG enables queries that were not
possible before: for example fetching all WW2 data re-
lated to a specific place, or constructing the history of
a single soldier based on corresponding military unit
information. By publishing shared domain ontologies
and data about WW2 for everybody to use in anno-
tations, future interoperability problems can be pre-
vented before they arise.
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Abstract. This paper presents a model for representing historical military per-
sonnel and army units, based on large datasets about World War II in Finland.
The model is in use in WarSampo data service and semantic portal, which has
had tens of thousands of distinct visitors. A key challenge is how to represent on-
tological changes, since the ranks and units of military personnel, as well as the
names and structures of army units change rapidly in wars. This leads to serious
problems in both search as well as data linking due to ambiguity and homonymy
of names. In our solution, actors are represented in terms of the events they par-
ticipated in, which facilitates disambiguation of personnel and units in different
spatio-temporal contexts. The linked data in the WarSampo Linked Open Data
cloud and service has ca. 9 million triples, including actor datasets of ca. 100 000
soldiers and ca. 16 100 army units. To test the model in practice, an application
for semantic search and recommending based on data linking was created, where
the spatio-temporal life stories of individual soldiers can be reassembled dynam-
ically by linking data from different datasets. An evaluation is presented showing
promising results in terms of linking precision.

Keywords: Semantic Web, Linked Open Data, Actor Ontology, Digital Human-
ities, Biographic Representation

1 Introduction

Authority files [18], vocabularies (e.g., ULAN 3), and actor ontologies (e.g. FOAF 4,
REL 5, BIO 6, schema.org [5]) are used for 1) identifying people, groups, and organi-
zations and 2) for representing data about them. They constitute a central resource for
cataloging and information management in museums, libraries, and archives, but also
a challenge for data linking due to alternative names, homonyms, spelling variations,

3 http://www.getty.edu/research/tools/vocabularies/ulan/about.
html

4 http://xmlns.com/foaf/spec/
5 http://vocab.org/relationship/
6 http://vocab.org/bio/



different languages, transliteration rules, and changes in time. Although actor ontolo-
gies play an essential part in modeling historical information, there are still very few
published scientific articles about the subject.

Historical military units and personnel is a particularly challenging domain for cre-
ating an actor ontology: the structures of units are large and change rapidly, different
codes can be used for actors in order to confuse the enemies, and people come and go
due to the violent actions of war. For example, during the phases of WW2 in Finland
(The Winter War, The Continuation War, and The Lapland War) different units have
used the same name, and during Winter War in Finland the names of major units were
changed just to bluff the enemy. Furthermore, the data about the actors is often incom-
plete and uncertain, involving lots of “unknown soldiers” of whom little is known.

From a Linked Data viewpoint this poses two major problems: 1) Data linking
(based on named entity linking [6,2]) is difficult, because it has to be done in a changing
and vague domain specific contexts [7]. For example, to tell whether a mention captain
Smith and colonel Smith can refer to the same person, and to which Smith in the first
place, data about different Smiths and their ranking history in time is needed. 2) It is
difficult to aggregate and enrich data about actors that come from different sources and
in different documentary forms, such as death records, diaries, magazine articles, or
photographs, and to compile the global biographical history of the actors to the end
users [10].

We argue that to address the problems above, a semantically rich spatio-temporal
model for representing actors in relation to the events of the war is needed. This paper
contributes to the state-of-the-art by presenting such an ontological actor model for his-
torical military units and personnel. The model is in use in end-use application perspec-
tives of the semantic portal WarSampo7, where the idea is to reassemble automatically
the biographical war history of individual soldiers and units. The model enables dis-
ambiguation of names in spatio-temporal contexts as well as combining contents from
various sources, and publishing them in a harmonized format. The ontology and related
data has been published as a Linked Open Data service8 that can and has been used in
digital humanities research and as well for developing online portals. For example, the
community portal Sotapolku9, provided by a commercial company, makes use of the
WarSampo actor data.

The work is done as part of the WarSampo project10, and builds upon our previous
publications [12,7,8,10], which focus on the architecture, named entity linking, and end-
user views of the application. In contrast, this paper represents the underlying ontology
model and dataset regarding army units and people in detail, as well as the actor related
application perspectives in use.

The paper is structured as follows: First, ontology model for representing army
units, and military personnel, is presented. After this the collecting of WarSampo actor
dataset is represented, and a brief look on person and unit perspectives at WarSampo

7 Sotasampo in Finnish; available with an English GUI at http://www.sotasampo.fi/
en, but the content is in Finnish.

8 http://www.ldf.fi/dataset/warsa
9 http://sotapolku.fi

10 http://seco.cs.aalto.fi/projects/sotasampo/en/



portal is taken. In conclusion, contributions of the work are summarized and some di-
rections for further research are suggested.

2 Use Case and Datasets

The use case for our work is the WarSampo semantic portal11 [10]. It provides the end
user with richly interlinked data about the WW2 in Finland via application perspectives
in the Sampo model [9]. An illustration of the WarSampo datasets is represented in
Figure 1. In total, the WarSampo data cloud contains data of more than a dozen different
types (e.g. casualty data, photographs, events, war diaries, and historical maps) from an
even larger pool of sources (e.g. the National Archives, the Defense Forces, and scanned
books, from which part of the data has been extracted semi-automatically).

The actor dataset contains ca. 100 000 soldiers, and ca. 16 100 army units. The data
is enriched with ca. 488 000 links from events to actors. Actors have furthermore been
linked to external resources in the LOD cloud databases on the Web.

Fig. 1. Linkage in the actor-event based dataset

3 Actor Ontology Model

The ontology of actors is based on the CIDOC CRM12 [4] model, where the resources
of actors are essentially described in terms of the spatio-temporal events they participate
11 http://sotasampo.fi/en/
12 http://cidoc-crm.org/



in. An event represents any change of status that divides the timeline into periods before
and after the event. Using the actor-event-model facilitates reconstructing the status of
an actor at a specified moment. One main reason for adapting the model is that the
information regarding a single actor varies a lot in both form and amount; in some cases
we may have access to a very detailed description of the actor’s biography, in some
other cases only sparse pieces of information exist. All this data can be harmonized into
a sequence of events. The applied actor-event-model also allows us to easily add new
event types to the schema and new events the to database.

Table 1. Namespaces and prefixes used in actor ontologies

Namespace Prefix
http://ldf.fi/schema/warsa/ :

http://www.cidoc-crm.org/cidoc-crm/ crm:

http://purl.org/dc/elements/1.1/ dc:

http://purl.org/dc/terms/ dct:

http://xmlns.com/foaf/0.1/ foaf:

http://rdf.muninn-project.org/ontologies/organization# mil:

http://www.w3.org/2002/07/owl# owl:

http://www.w3.org/1999/02/22-rdf-syntax-ns# rdf:

http://www.w3.org/2004/02/skos/core# skos:

Schema of the ontology is illustrated in Figure 2. The schema is available at http:
//ldf.fi/schema/warsa, the namespaces and prefixes in use are listed in Ta-
ble 1. The actor superclass crm:E39 Actor13 is shown at center on the top. There is
one subclass for people, and two for groups. For various types of events there are 19
classes with superclass :Event14.

The biographical representation of a person was modeled with events of birth (:Birth),
and death (:Death), and his military career with events like promotion (:Promotion),
serving in an army unit (:UnitJoining), participating in battles (:Battle), or getting
awarded with a medal of honor (:MedalAwarding). Furthermore, there are classes for
getting wounded (:Wounding) or disappearing (:Disappearing), which represent the
data fields in Casualties database. The schema includes supporting classes for repre-
senting military ranks, war diary entries, medals of honor, documentation, and data
sources.

Example of a person resource15 (:Person) is shown in Table 2. The principle is to
represent only constant information in a person resource; it has full name as a primary

13 http://www.cidoc-crm.org/cidoc-entities/e39-actor
14 http://www.cidoc-crm.org/cidoc-entities/e5-event
15 http://ldf.fi/warsa/actors/person_294.ttl



Fig. 2. Ontology schema of actors and events

title, and the family and first names as separate fields. Property owl:sameAs links to a
corresponding resource in external databases, and foaf:page to external web pages.

Examples of related events are shown in Table 3. During the war, the person in
example has been promoted from lieutenant first to captain and finally to major. When
the Winter War started in 1939 he served as a commander in an air force squadron, and
shot down an enemy aircraft soon after.

In literature military personnel are ofter referred using a combination of current
military rank and family name (e.g. Captain Karhunen or Colonel Talvela). So, to de-
scribe a person in detail, an ontology of military ranks was needed. The rank ontology
is based on Muninn Military Ontology [19]. The hierarchy of ranks was constructed by
interlinking the instances to equal and lower ranks. The :Rank instances in the datasets
were enriched with additional information (e.g. countries or service branches in which
the rank has been used, or categories like officer or non-commissioned officer). Event
:Promotion was used to attach a rank to a person. Due to the variations in the amount
of available data, a promotion event was created in all cases, even if a person is known
to have only a single rank with no specific date of promotion.

An example of RDF resource of a military unit is shown in Table 4, the resource
is also available in Turtle format16. Just like in the case of a person, the properties de-
scribe only constant information like unit’s preferable name and abbreviation, descrip-

16 http://ldf.fi/warsa/actors/actor_459



Table 2. Properties of a resource describing pilot Jorma Karhunen

Property RDF identifier Value
Primary title skos:prefLabel ”Jorma (Joppe) Karhunen”

Family Name foaf:familyName ”Karhunen”

First name (Nickname) foaf:firstName ”Jorma (Joppe)”

Text description dc:description “Jorma Karhunen was a Finnish Air ...”@en

External LOD-links owl:sameAs http://dbpedia.org/resource/Jorma Karhunen

http://wikidata.org/entity/Q5482501

Related websites foaf:page https://en.wikipedia.org/wiki/Jorma Karhunen

www.mannerheim-ristinritarit.fi/ritarit?xmid=38

tion, conflicts participated in, and links to LOD cloud resources. The events (Table 5)
describe the unit’s position in the army hierarchy and the involved military activities.
The lifespan of a unit spans from its formation :UnitFormation to dissolution :Dis-
solution. The changes of the unit name were modeled as :UnitNaming events. Also
the army hierarchy, including the temporal changes made in it, was modeled using the
event schema: the hierarchy was represented as a tree graph where the army units are
the nodes and the events of joining into a superior unit :UnitJoining form the edges.
The events also included the military activities taken (e.g. movements :TroopMove-
ment and battles :Battle). The event :PersonJoining was used to combine a person to
the unit, in which he has served. The event could also announce a role in the unit (e.g.
being a commander or a squadron pilot).

4 Warsampo Actor Data

Currently the actor dataset contains ca. 100 000 people. The data has been collected
from various sources: lists of generals and commanders, lists of recipients of honorary
medals, the Casualties database17, Finnish National Biography18, photographers men-
tioned in Finnish Wartime Photograph Archive19, Wikidata20, and Wikipedia. Besides
military personnel, an extract of 580 Finnish or foreign civilians from the National Bi-
ography database and Wikidata was included. This set consisted of people with political
or cultural significance.

The unit dataset consists of over 16 100 Finnish wartime units, including Land
Forces, Air Forces, Navy, Medical Corps, stations of Anti-Aircraft Warfare and Air-
warning, Finnish White Guard, and Foreign Volunteer Corps. At this stage Soviet and

17 kronos.narc.fi/menehtyneet/
18 http://www.kansallisbiografia.fi/english/
19 http://sa-kuva.fi/neo?tem=webneoeng
20 https://www.wikidata.org/



Table 3. Examples of events describing pilot Jorma Karhunen

Event description / Resource URI RDF class date
Born at Pyhäjärvi

http://ldf.fi/warsa/events/birth 294.ttl :Birth 1913-03-17

Serving as a squadron commander in 24th Fighter Squadron

http://ldf.fi/warsa/events/joining 294 459.ttl :PersonJoining 1939-11-30

Aerial victory in Tainionkoski: enemy SB-2 shot down

http://ldf.fi/warsa/events/event lv2408.ttl :Battle 1939-12-01

Promotion to captain

http://ldf.fi/warsa/events/kapteeni 294.ttl :Promotion 1941-08-04

Photograph of capt. Karhunen with his dog Becky Brown

http://ldf.fi/warsa/photographs/sakuva 7265.ttl :Photography 1942-06-01

Awarded with the Mannerheim Cross of Liberty

http://ldf.fi/warsa/medals/medal 83 294.ttl :MedalAwarding 1942-09-08

Died at Tampere

http://ldf.fi/warsa/events/death 294.ttl :Death 2002-01-18

German troops were excluded. The main sources of information have been the War
Diaries, Army Postal Code list21, and Organization Cards, all of which provided the
information as datasheets in CSV format.

In general, the method to produce the data depended on the format of data source.
The biographies of the National Biography and the Casualties Database had been trans-
formed into LOD in our earlier projects, and therefore the information extraction pro-
cess was to convert the existing data into new actor entries and relating events. Trans-
formation was mostly done by using specific SPARQL construct queries. More than
95 000 entries were generated from the Casualty Database to actor dataset [12].

The organization cards (Figure 3) were written by Finnish Defense Forces shortly
after the WW2. The cards contain the major part of units in Finnish Army, unfortunately
not those of Navy and Air Force. An example of organization card is shown in Figure 3.
The proper name and abbreviation of the unit is shown at the upper left corner (a), in this
case Jalkaväkirykmentti 7 (7th Infantry Regiment), abbreviated as JR 7. The regiment
has been part of 3. divisioona (3rd Division), which is told at the upper right corner (b).
The card provides further information about the foundation (c) and the military district
(d) of the unit. Changes considering the unit, like different names, are shown at part
(e). During the Winter War JR 7 participated in four battles (f). The three columns on
each line show the location or a short description of the battle, battle’s duration, and the
name of the commanding officer.

21 http://www.arkisto.fi/uploads/Aineistot/kopsa[1].pdf



Table 4. Properties of a resource describing 24th Fighter Squadron

Property RDF identifier Value
preferred label skos:prefLabel “Lentolaivue 24”

preferred abbreviation skos:altLabel “LLv 24”

description dc:description “No. 24 Squadron was a fighter ...”@en

conflict :hasConflict wcf:WinterWar, wcf:ContinuationWar, ...

Army postal code :covernumber “8523”, “8524”, “8567”

unit category :hasUnitCategory ”Flying Regiments and Squadrons”

external LOD-links owl:sameAs https://www.wikidata.org/wiki/Q4356342

related websites foaf:page https://fi.wikipedia.org/wiki/Lentolaivue 24

Fig. 3. Information on an Organization Card

The organization cards were provided as scanned booklets in PDF format, and con-
verting to RDF had several steps. Firstly each page in PDF booklet was written as an
individual PNG image. Images were preprocessed by adjusting the contrast and image
rotation, and removing the compression artifacts. Next an Optical character recognition
(OCR) process was applied. The resulting text was however very erroneous, and plenty
of post-processing was required. The structured format of the cards, and the recurring
use of military terms in the vocabulary however eased the automated error fixing. From
the resulting text, the fields a-f (in Figure 3) were extracted, and converted into RDF.
The produced resources consisted of military units (:MilitaryUnit), their commanders
(:Person) with ranks (:Promotion), and events like unit formations (:UnitFormation),
joinings of units (:UnitJoining), movements (:TroopMovement), renamings (:Unit-
Naming), and battles (:Battle).

Although the Wikipedia may not be considered as the most reliable source of infor-
mation, it provided a way to connect data with external LOD cloud databases Wikidata,



Table 5. Examples of events describing 24th Fighter Squadron

Event description / Resource URI RDF class date

Troop founded as 24th Squadron (abbrev. LLv 24)

http://ldf.fi/warsa/events/formation 971.ttl :Formation 1934-10-10

Troop Movement to Immola Air Base

http://ldf.fi/warsa/events/concentration 491.ttl :TroopMovement 1939-10-12

Aerial victory in Tainionkoski: enemy SB-2 shot down

http://ldf.fi/warsa/events/event lv2408.ttl :Battle 1939-12-01

Being part of Flying Regiment 2

http://ldf.fi/warsa/events/joining 458.ttl :UnitJoining 1940-01-10

Written War Diary document 1941-06-19–

http://ldf.fi/warsa/diaries/diary c26701.ttl :WarDiary 1941-09-02

Changing the name to 24th Fighter Squadron (HLeLv 24)

http://ldf.fi/warsa/events/form 459.ttl :UnitNaming 1944-02-14

DBpedia22, and VIAF23. The material regarding personnel was widely available, but for
units, specially those of Finnish Army during the WW2, the information was sparse.
Information was extracted from Wikipedia pages of e.g. Finnish high-ranking officers,
politicians, wartime casualties, and foreign volunteers. The pages of Wikipedia follow a
structured layout which facilitated extracting the information. In case of military units,
detailed information for events like unit foundation, troop movements, battles, and for
names of commanding officers were available. In total 2500 people and 480 units with
5000 events were generated from corresponding Wikipedia pages.

Characteristic sentences picked from Wikipedia were descriptions like ”1st Artillery
Group was founded in Pori with Captain Paavo Suominen as the first commander”,
”10th July 1941 Regiment was moved to Kitee, from where it begun attacking towards
Lake Ladoga”, or ”Regiment participated in the occupation of Prääsä September 7–8,
1941”. Each sentence was converted to an event, and the named entities of person-
nel, places and dates were recognized and linked to database resources. The data re-
trieval was done using Python scripts utilizing MediaWiki API24, and Wikipedia API
for Python25. Entity linking was done with ARPA service[13].

The datasets of conflicts, war diaries, medals, and ranks are in separate graphs.
Conflicts26 contain four main periods of WW2 in Finland. The War Diary graph27 has

22 http://wiki.dbpedia.org/
23 https://viaf.org/
24 https://en.wikipedia.org/w/api.php
25 https://pypi.python.org/pypi/wikipedia
26 See, e.g., http://ldf.fi/warsa/conflicts/LaplandWar
27 See, e.g., http://digi.narc.fi/digi/hae_ay.ka?sartun=319.SARK



26 400 entries. There are 200 medal types28 and 200 rank entries29. The data includes
ranks used by the Finnish Military with most common German and Soviet ranks, among
with some civil titles (e.g. the ones used by women’s voluntary association Lotta Svärd).
[10]

5 The WarSampo portal

The perspectives at WarSampo portal30 visualize the linkage between the various datasets
(e.g. military unit, personnel, casualties, events, places) etc [10,8]. WarSampo portal is
a Rich Internet Application (RIA), where all functionality is implemented on the client
side using JavaScript with AngularJS framework, only data is fetched from the server
side SPARQL endpoints.

5.1 The Person Perspective

The WarSampo person perspective application31 is illustrated in Fig. 4. A typical use
case is someone searching for information about a relative who served in the army. On
the left, the page has an input field (a) for a search by person’s name. The matching
query results are shown in the text field (b) below the input. After making a selection,
information about the person is shown at the center top of the page (c). The tabs (d)
allow the user to switch between this information page or a map-timeline application.
In the example case, the page shows description of the person (e), photograph gallery
(f), lists linking to related events (g), military units (h), battles (i), ranks (j), medals
(k), related people (l), places (m), Wikipedia page (n), related Kansa Taisteli magazine
articles (o), and a Finnish National Biography widget (p).

As an example of SPARQL query, the query fetching related people32 defines a
similarity measure between two people. The more events, medals, units, and the higher
ranks the two share in common, the higher the similarity gets. The list of related people
(l) shows the results sorted in descending order.

WarSampo military unit perspective application33 is illustrated in Figure 5. In a
typical use case someone searches for information about an army unit, where perhaps
an elder relative has served during the wartime. On the left there is an input field (a)
for a search by unit’s name. The matching results are shown in the text field (b) below
the input. The map (c) depicts the known locations of the unit. The heatmap shows the
casualties of the unit, and the timeline (d) the events (e), e.g. dates of unit foundations,
troop movements, and durations of fought battles. On the right there are unit names
and abbreviations (f), description (g), and a collection of related photographs (h). Three
lists of related units are shown: larger groups in which the unit has been as a member
(i), subdivisions being parts of the unit (j), and units at the same hierarchical level (k).
28 See, e.g., http://ldf.fi/warsa/medals/medal_83
29 See, e.g., http://ldf.fi/warsa/actors/ranks/Majuri
30 http://www.sotasampo.fi/en/
31 http://www.sotasampo.fi/en/persons
32 http://yasgui.org/short/B1w2O71gb
33 http://sotasampo.fi/en/units



Fig. 4. Information on Person Perspective

Below there are fields for related battles (l), links to Kansa Taisteli magazine articles
(m), Wikipedia page (n), and War Diaries (o). The number of casualties during the
specified time is shown at the bottom of page (p).



5.2 The Military Unit Perspective

Fig. 5. Information on Unit Perspective

5.3 The Kansa Taisteli Magazine Perspective

Kansa Taisteli is a magazine published by Sanoma Ltd and Sotamuisto association be-
tween 1957 and 1986. The magazine articles cover the memoirs of WW2 from the
point of view of Finnish military personnel and civilians. The articles contain mentions
of people, military units, and places. From these the military units and personnel have
been linked to Actor ontology. The magazine perspective34 can be used for searching
and browsing articles relating to WW2. Military units and personnel are used as sepa-
rate facets to search for articles. In addition, writers have been linked to Actor ontology
as well.
34 http://sotasampo.fi/en/articles



Fig. 6. The Contextual Reader interface targeting the Kansa Taisteli magazine articles

The purpose of the perspective is two-fold: 1) to help a user find articles of interest
using faceted semantic search and, 2) to provide context to the found articles by extract-
ing links to related WarSampo data from the texts. The start page of the magazine article
perspective is a faceted search browser. Here, the facets allow the user to find articles by
filtering them based on author, issue, year, related place, army unit, or keyword. Some
of the underlying properties, such as the year and issue number, are hierarchical and
represented using SKOS. The hierarchy is visualized in the appropriate facet, and can
be used for query expansion: by selecting an upper category in the facet hierarchy one
can perform a search using all subcategories.

After the user has found an article of interest, she can click on it, and the article
appears on the screen in the CORE Contextual Reader interface [14]. Depicted in Fig. 6,
CORE is able to automatically and in real time annotate PDF and HTML documents
with recognized keywords and named entities, such as army units, places, and person
names. These are then encircled with colored boxes indicating the linked data source.
By hovering the mouse over a box, data is shown to the user, providing contextual
information for an enhanced reading experience. In Fig. 6, for example, detailed data
are shown about Raymond August Ericsson, one of the battalion commanders discussed
in the article.

Solving the technical issues, however still left the problem of semantic disambigua-
tion; in this case this concerned named entity recognition of correct people and military
units. The identification was made by customizing the SPARQL queries, the order of
the queries, and the article metadata. Each magazine article was identified and firstly
references to people were searched from the text. The identification of people was done
by using name and possibly a rank. Secondly the linking of the military units was per-
formed from the remaining text. The article metadata was also used to identify the war
to which the events of the article are related to. Afterwards the military units were linked



based on the war into the corresponding units. A detailed description and evaluation of
the process is available at [17].

5.4 Photographs

WarSampo contains a dataset of the metadata of ca. 160 000 historical photographs
taken by Finnish soldiers during WWII. The data contains e.g. captions of the pho-
tographs. The actor ontology was used to automatically disambiguate and link people
and military units mentioned in the metadata. Information in the actor ontology was
used extensively in linking: For example, when disambiguating people, names, ranks,
promotion dates, military units, sources, medals, and death dates were used to rank
otherwise ambiguous mentions in the photograph captions. [7]

The results of the linking can be seen in the person and unit perspectives of the
WarSampo portal, as well as in the photograph perspective itself35 which provides a
faceted search interface for the photographs.

6 Related work, and Discussion

There are several projects publishing linked data about the World War I on the web,
such as Europeana Collections 1914–191836, 1914–1918 Online37, WW1 Discovery38,
Out of the Trenches39, Muninn [19], and WW1LOD [15]. There are few works that
use the Linked Data approach to World War II, such as [3,1], Defence of Britain40, and
Open Memory Project41. The main focus on our work is on representing an actor as
a biographical life story, unlike databases like Getty ULAN or Smithsonian American
Art Museum [16] that have actor vocabularies.

Our research group, Semantic Computing Research Group (SeCo), has produced
several projects with highly interlinked actor ontologies: The National Biography, Cul-
tureSampo42, BookSampo43, and Norssit—High School Alumni [11] datasets. Bio CRM
model44 is developed to facilitate and harmonize the representation of an actor in se-
mantic web, and therefore deals with the same problematics as the WarSampo actor
ontology.

We have considered combining the different datasets like articles and photographs
to actor ontology as one of the use-cases of the actor ontology. The evaluation of the

35 http://www.sotasampo.fi/en/photographs
36 http://www.europeana-collections-1914-1918.eu
37 http://www.1914-1918-online.net
38 http://ww1.discovery.ac.uk
39 http://www.canadiana.ca/en/pcdhn-lod/
40 http://thesaurus.historicengland.org.uk/thesaurus.asp?thes_no=
365&thes_name=Defence%20of%20Britain%20Thesaurus

41 http://www.bygle.net/wp-content/uploads/2015/04/
Open-Memory-Project_3-1.pdf

42 http://seco.cs.aalto.fi/applications/kulttuurisampo/
43 http://seco.cs.aalto.fi/applications/kirjasampo/
44 http://seco.cs.aalto.fi/projects/biographies/



ontology and actor dataset, has been work- and data-driven e.g. it has developed to the
needs of semantically representing the data and of rendering the data at the end-user
portal. 94 percent of users come from Finland and 25 percent of them are returning
visitors. We have received feedback via the user interface, and we have considered their
comments e.g. on misidentified people.

Main requirement for the ontology was to represent changes in spatio-temporal con-
text as described in Introduction. Constant actor resources are enriched with events
marking the changes in spatio-temporal continuity, adding details to the semantic bio-
graphical representation, and connecting the otherwise separate datasets of personnel,
units, places, articles, photographs etc. The unit model had to be capable of representing
even more dynamical changes than with people; identifiers like name and abbreviation
may change in the time domain. The army hierarchy is represented as a tree graph where
the groups are connected by the events of joining.

The actor ontology is based on CIDOC CRM standard which provides a clear frame-
work and basis for actor-event schema. The Muninn Military Ontology offered an ex-
ample of modeling military concepts semantically. In conclusion, there was no obvious
basis for the ontology. On the contrary, it was constructed by combining principles of
several solutions all serving different needs.

In a similar way Warsampo project has collected historical, wartime information
from Finland. There is abundance of information about the WW2 in different countries,
written in local languages, and published in various formats; often even having diver-
gent points of view. Collecting the data and publishing it as LOD forms a tremendous
field of work, but aims at constructing a comprehensive, worldwide database. In the
events of history, individual people and groups are at the focal center; it is from their
point of view that we build our notion of history.

The ontology model represented in this article may not be all-purpose suitable, but
we encourage and hope to inspire the researchers to develop the ideas further.
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Abstract

This paper introduces AMMO Ontology of Finnish Historical Occupa-
tions. AMMO is based on thousands of occupational labels extracted
from three Finnish military historical datasets of the early 20th century:
the first consists of the ca. 40 000 war-related death records around the
time of the Finnish Civil War (1914–1922); the second consists of the
ca. 95 000 death records of Finnish soldiers in the Second World War
(1939–1945); the third contains the ca. 4500 records of Finnish prison-
ers of war in the Soviet Union during the WW2. Our goal from a Digital
Humanities perspective is to use AMMO to study military history and
these datasets based on the occupation and social status of the sol-
diers. AMMO will also be used as a component for faceted search and
semantic recommendation in two semantic portals for Finnish military
history. AMMO is aligned with the international historical occupation
classification HISCO and with a modern Finnish occupational classifi-
cation for international and national interoperability. The ontology is
published as Linked Open Data in an ontology service.

1 Introduction

The measurement of historical social stratification has been a source of discussion in social history studies in
the last decades [14]. Whether skills, capital, property, nobility, or occupational prestige is a suitable measure
of social status has been debated: often researchers work with vague occupational information, as occupational
labels are unclear, and there might not be enough context information to understand the reality of the people
working in the occupation.

After extensive research on large historical datasets, the HISCO historical international standard classification
of occupations [19] was published in 2002. It provides an international comparative classification system of
history of work, particularly for occupational titles in the 19th and early 20th centuries. HISCO encodes not
only occupation, but also information about prestige, property and family relations can be included. In general,
the national classifications of occupations or census tables, differ in structure and detail within a country, and
especially in international context. HISCO provides a tool for transnational comparative studies while also
enabling the harmonization of occupations in censuses and datasets on a national scale.

Copyright c© by the paper’s authors. Copying permitted for private and academic purposes.

In: Carlo Meghini, Antonella Poggi (eds.): Proceedings of ODOCH 2019 – Open Data and Ontologies for Cultural Heritage
– Rome, Italy, 3 June 2019, published at http://ceur-ws.org



92

AMMO ontology will provide a harmonized view of Finnish historical occupations, which is linked to HISCO
classification. The AMMO background and involved manual expert work has been discussed in a previous pub-
lication [2]. This paper builds upon the previous work to present the processes used to create the ontology, the
ontology design rationale, and the ontology model. HISCO provides the hierarchical backbone of occupational
groups in AMMO, as well as social stratification information through several measures like HISCLASS [18,11],
a HISCO-based 12 level social classification system, and HISCAM [10,11], a social interaction distance measure.
AMMO is also aligned with the Finnish Classification of occupations 1980 [17] (COO1980), a social stratification
classification system in use in Finland.

AMMO ontology is based on occupational labels extracted from three Finnish military historical datasets of
the early 20th century: the first consists of the ca. 40 000 war-related deaths around the time of the Finnish Civil
War (1914–1922)1; the second consists of the ca. 95 000 death records of Finnish soldiers in the Winter War and
Continuation War (1939–1945) [8]; the third contains the ca. 4500 records of the Finnish prisoners of war in the
Soviet Union during the WW2. The two latter are part of the WarSampo2 data service and semantic portal [4].

Motivation for AMMO comes from two separate usage scenarios. First is using the occupations in a user
interface with a faceted search and the second is performing historical research on datasets consisting of data
about people. Using the raw occupational labels does not enable the selection of person records based e.g. on
the occupational field, social status, and various spellings of a single occupation. These issues can be solved by
organizing the occupational labels into an ontology and linking to classifications with information on the social
status of the occupation.

The benefits of an occupation ontology in the two scenarios can be summarized as follows:

– User-interfaces. User-interfaces employing faceted search [13] (e.g. semantic portals) benefit from orga-
nizing each facets’ selection into a controlled vocabulary. This holds also for other user interface designs
that list or show all of the values within a dataset to a user. Occupations are one of the key variables in
many fields of history [19], and thus are one of the natural facets when exploring, studying and analyzing a
dataset consisting of people. Using an ontology of occupations enables showing and using hierarchical facet
options, and to group synonyms together into a single option and separate homonyms into separate options.
Combined with information on the social stratification related to each occupation, we are able to create
additional facets based on the social classes.

– Historical research. Digital Humanities researchers studying and researching history can use the ontology
to get more understanding about the social stratification and occupational distribution within a dataset.
Combined with ontology-based query expansion [22], the ontology enables the selection and comparative
study of people and their information, based on arbitrary grouping resources, like the occupational field and
social class. Also, these prosopographical groups [20] can be enriched with information like the average social
class, and the most common occupational field. Many of the research questions of a collaborating historian
revolve around social stratification, which is feasible to study only after linking the occupational labels to
social stratification measures or classes. An example of the research questions we are trying to answer is
”what is the difference in the social stratification of the two sides fighting in the Finnish Civil War? Which
social strata have joined either side in the war in different parts of the country?”

Our work is based on earlier studies about classifying occupations and social stratification. We strive to use
pre-existing classifications as much as possible, so surveying the existing occupation classifications has been
fruitful, and it sets the limits of the work, as manual expert work on vocabularies is time-consuming.

2 Existing Classifications of Historical Occupations

HISCO is based on a pre-existing international classification of occupations: ISCO-68, which in many countries
has been adopted as a guideline for the creation of a national occupation classification scheme. In that case, the
aligning of a pre-existing national classification scheme into HISCO is less problematic, since the structures are
similar and entries are easily comparable. There is a Finnish version of the Nordic classification of occupations
from 1963 [9], based on ISCO-58, which the ISCO-68 is based on. A newer Finnish classifications of occupations
from 1980 [17], used e.g. in late 20th century census data, is in turn based on the aforementioned Nordic
classification of occupations.

1http://www.ldf.fi/dataset/narc-sotasurmat1914-22
2http://www.ldf.fi/dataset/warsa
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The HISCO encoding process in AMMO is carried out manually: occupational labels are linked to HISCO using
the COO1980 as a reference, which is a consistent source of about 5100 specific occupational terms arranged
hierarchically. The detailed occupational entries and description of the occupational groups in it helped to
interpret and understand the numerous labels enough to enable the HISCO coding. Some occupations have
required more specific attention, e.g. those with uncertain attribution such as ”keittäjä”, cook, which presents
many alternatives like canteen cook, sugar cooker, sterilizing cook or pulp digester operator, and distinct but
hermetic occupational names, such as ”happomies”, literally ”acid man”, which is a specific pulp industry worker.

Interesting sources of data for comparative studies are the national censuses of the early 20th century. These,
however, group occupations under large, coarse categories, which are impossible to directly link to AMMO or
HISCO, as the actual occupations are not known.

Other Finnish historical sources presenting listings of occupations are, for example, the yearly classifications
of worker occupations for bread voucher distribution from 1940 [5] to 1943 [6] where working population was
divided by occupation and the production sector. Population was ranked according to the grade of manual
labour performed; harder labour corresponded to a higher class of bread, butter, and milk voucher. Specifically,
the classification of 1943 [6] presents very detailed listings of occupations, accompanied by the corresponding
value of the voucher. It is evident how the purpose of a classification influences its intrinsic structure and level
of detail.

3 Creating an Ontology of Finnish Historical Occupations

Table 1. Datasets providing Finnish historical occupations for AMMO.

Name Data provider Persons Occupations

WW1 War Victims National Archives 39 931 1391
WW2 Death Records National Archives 94 700 2155
WW2 Prisoners of War National Prisoners of War Project 4460 576

The source datasets of AMMO are presented in Table 1, containing information of ca. 139 000 historical persons
(soldiers), of which almost all are annotated with at least one occupational labels, summing up to thousands of
different occupation titles. In the datasets, alternative or abridged forms of the same occupational title are often
present (for example: ”hitsari” and ”hitsaaja” for welder). In some cases, the occupational label of a person is
actually not an occupation but a social role, honorary title, degree or status, such as student, nobleman, child,
tenant or master of science. Many children are labeled under their father’s occupation, such as driver’s son.
Although occupations in HISCO are by definition solely activities that generate a remuneration, it is possible to
also categorize many social roles or statuses through HISCO relation and status coding.

A common approach to creating an ontology model is to reuse existing non-ontological knowledge resources
such as thesauri, classification schemes and lexicons, or ontological knowledge resources [21]. For AMMO, the
existing Finnish classification of occupations 1980 [17] was used as both a thesaurus, and a classification scheme
for the identification of both a specific occupation and a social status.

The main design rationale of the ontology model comes from the aforementioned two usage scenarios, i.e.
the need to use occupational information in faceted search and historical research. We have striven to create
the simplest possible model to provide results for these, that does not lose important information given in the
occupational labels. The secondary goal is to provide a useful artifact for anyone studying or analyzing historical
data containing people with Finnish language occupational labels.

One approach to achieving the needed HISCO-linking would be to annotate the HISCO occupations directly
with the corresponding Finnish occupational labels found in our datasets. However, as the HISCO status and
relationship variables are an important part of the HISCLASS coding [18], performing the coding on only HISCO
occupation code would be erroneous for many occupational labels, as e.g. a pharmacy student would be considered
having the same HISCLASS code as a pharmacist.

The AMMO ontology consists of individual SKOS concepts [12], each depicting one occupation with syn-
onyms and alternative spellings gathered to the same concept as alternative labels. This enables to fully employ
HISCLASS coding, and to keep the level of detail used in the occupational labels in the source datasets. The
AMMO concepts are further separated into 5 classes depending on whether the occupational label refers to 1)
an actual occupation, 2) a degree, 3) an honorary title, 4) a military rank, or 5) a social role.

The ontology model is presented in Figure 1 through two example resources, of which one is an occupation
(pharmacist), and one is a social role related to the occupation (pharmacy student). RDF resources are depicted
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as ellipses, literals as rectangles and related datasets as clouds. The figure displays the linkage to the existing
occupation classifications, and the related classification hierarchies. There are no direct relations between the
AMMO occupation concepts, but the concepts (in green) are linked to other resources:

– HISCO (in blue), which contains the occupation hierarchy, relationship code, status code, HISCAM measure,
and HISCLASS class,

– COO1980 (in red), which contains the occupation hierarchy, socioeconomic status class,
– KOKO ontology (in yellow).

Fig. 1. The AMMO ontology model with two example AMMO resources.

In Figure 1, the namespace prefix ammo: refers to AMMO ontology namespace, hisco: refers to the RDF
conversion of HISCO, coo1980: refers to the RDF conversion of COO1980, and koko: refers to the KOKO
ontology. The property hisco:hisclass annotates the HISCLASS class code (1-12, or -1 for no occupation) of
an AMMO occupation, whereas the base HISCLASS code of an HISCO occupation is given with the property
hisco:hisclass basic. There are two linked KOKO ontology concepts for both AMMO resources.

The overall process of creating the AMMO ontology is as follows:

1. Combining occupational labels from the datasets, and automatic grouping of easily identifiable synonyms,
2. The manual harmonization of the occupational labels and linking to external vocabularies,
3. Transforming the occupations into a SKOS vocabulary,
4. Validating and refining the ontology as needed,
5. Integrating HISCO and COO1980 classifications as linked SKOS vocabularies.

In step 1, the occupational labels are extracted from the datasets, and programmatically harmonized using
a few simple rules to group occupational labels containing common interchangeable worker names ”työläinen”,
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”työmies”, and ”työntekijä”, which in most cases are used for identical meaning, and occupations with almost
identical labels based on a Jaro-Winkler string similarity limit of 0.97. This results in a flat vocabulary of 2053
distinct occupations, containing a total of 2977 distinct occupational labels.

Step 2 begins with transforming the flat vocabulary into a spreadsheet, for an ontology developer to work
on. The ontology developer re-engineers the ontology to account for synonymy, while manually linking the
occupations to HISCO and COO1980 classifications and to the KOKO ontology3.

Step 3 consists of RML [1] transformation of the spreadsheet into a SKOS [12] vocabulary. The ontology
already contains URI references to the used classifications and the KOKO ontology, as well as annotations of
preferred and alternative labels.

In step 4, the created ontology is validated and refined as needed. One key validation is to link the person
records in the source datasets to AMMO, and inspect the results.

Step 5 consists of transforming the HISCO version 2018.01 [11] and the COO1980 main hierarchy into SKOS
vocabularies, and enriching them with pre-existing English and Finnish labels. They are integrated into AMMO
to provide hierarchical backbones, which might still reveal a need to refine the manual harmonization.

4 Discussion

This paper presented the foundations of the AMMO ontology, which will enable better utilization of Finnish
historical datasets containing information about people. User interfaces can make use of either of the occupational
hierarchies to provide a faceted search of people based on their occupation, in addition to enabling selection based
on persons’ social class, or e.g. the line of work (agriculture, metal workers, etc.). Historians can pursue research
questions related to social stratification, line of work, and various occupational groups.

AMMO is an ontological representation of Finnish occupations, for the period ranging from 1914 to 1945,
therefore having clear boundaries in space and time.

In order to link occupational names gathered from disparate sources into HISCO coding, the effort of interpre-
tation and attentive adjustments are necessary, despite historically relevant occupational statistics and official
classifications of occupations being readily available. The first half of the twentieth century saw substantial trans-
formations in the Finnish society, especially in the agricultural sector: a long-lived vertical hierarchical system
was shifting towards a more horizontal structure. The statuses of some agricultural occupations have changed
dramatically while the occupation name has remained the same. This semantic drift [3] in the occupations causes
the HISCO codings to be time-dependent, and HISCO coding based on occupations in the early 20th century
might not be accurate in previous centuries. In addition to being a possible obstacle to some comparisons, the
semantic drift provides an interesting topic to study in the future.

One interesting direction of research would be to compare the social stratification of people on different sides
of the Finnish civil war with that of the social stratification on the national level. This would require at least to
estimate a HISCLASS level to each coarse-grained occupational group.

Generally, Finland presents an ideal situation in population data availability and accuracy [7]. The first
population census was completed already in 1749 under Swedish jurisdiction, after which they have been regularly
redone [16]. Population registrations have been historically also registered in detail [15].

Currently work on AMMO is in step 3 of the process depicted in Section 3. Later, the AMMO ontology, along
with the conversion pipeline will be published online for anyone to use.
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Abstract. This paper presents the WarSampo system for publishing collections
of heterogeneous, distributed data about the Second World War on the Seman-
tic Web. WarSampo is based on harmonizing massive datasets using event-based
modeling, which makes it possible to enrich datasets semantically with each oth-
ers’ contents. WarSampo has two components: First, a Linked Open Data (LOD)
service WarSampo Data for Digital Humanities (DH) research and for creating
applications related to war history. Second, a semantic WarSampo Portal has been
created to test and demonstrate the usability of the data service. The WarSampo
Portal allows both historians and laymen to study war history and destinies of
their family members in the war from different interlinked perspectives. Pub-
lished in November 2015, the WarSampo Portal had some 20,000 distinct visitors
during the first three days, showing that the public has a great interest in this kind
of applications.

1 Motivation: Second World War on the Semantic web

Many websites publish information about the Second World War (WW2), the largest
global tragedy in human history1. Such information is of great interest not only to his-
torians but to potentially hundreds of millions of citizens globally whose relatives par-
ticipated in the war actions, creating a shared trauma all over the world. However, WW2
information on the web is typically meant for human consumption only, and there are
hardly any web sites that serve machine-readable data about the WW2 for digital hu-
manists [5,3] and end-user applications to use. It is our belief that by making war data
more accessible our understanding of the reality of the war improves, which not only
advances understanding of the past but also promotes peace in the future.

The goal of this paper therefore is to 1) initiate and foster large scale LOD publi-
cation of WW2 data from distributed, heterogeneous data silos and 2) demonstrate and
suggest its use in applications and research. We introduce the LOD service WarSampo
Data2 and the semantic WarSampo Portal3 on top of it. WarSampo is to our best knowl-
edge the first large scale system for serving and publishing WW2 LOD on the Semantic
Web.

1 http://ww2db.com, http://www.world-war-2.info, Wikipedia, etc.
2 Available at http://www.ldf.fi/dataset/warsa; SPARQL endpoint: http://ldf.fi/warsa/sparql
3 Available at http://sotasampo.fi; WarSampo is Sotasampo in Finnish.



World war history makes a promising use case for Linked Data (LD) because war
data is by nature heterogeneous, distributed in different countries and organizations,
and written in different languages. WarSampo is based on the idea of creating a shared,
open semantic data repository with a sustainable “business model” where everybody
wins [8]: When an organization contributes to the WW2 LOD cloud with a piece of
information, say a photograph, its description is automatically connected to related data,
such as persons or places depicted. At the same time, the related pieces of information,
provided by others, are enriched with links to the new data.

In the following, we first present the WarSampo Data service, and then the WarSampo
Portal with six different application perspectives enriching each other via data linking
and shared addressing practices. In conclusion, contributions of the system are summa-
rized and related work discussed.

2 WarSampo Datasets, Conceptual Model, and Data Service

# Name Providing organization Size

1 Casualties of WW2 National Archives 94,700 death records

2 War diaries National Archives 13,000 war diaries of troops

3 Photos & films Defence Forces 160,000 photos & films

4 Kansa Taisteli
magazine articles

The Assoc. for Military
History in Finland & Bonnier

3,357 articles of
veteran soldiers

5 Karelian places Jyrki Tiittanen / National Land
Survey

32,400 places of
the annexed Karelia

6 Karelian maps National Land Survey 47 wartime maps of Karelia

7 Senate atlas National Archives 404 historical maps of Finland

8 Municipalities National Archives 625 wartime municipalities

9 Organization cards National Archives ca 500 army units & ca 300 persons &
642 battles

10 National Biography Finnish Literature Society ca 500 biographies of wartime persons

11 Wartime events War history books 1,000 events

12 Persons War history books, Wikipedia 2,600 persons

13 Army units War history books 3,200 army units

Table 1. Central datasets of WarSampo.

Datasets The WarSampo Data Service contains datasets related to the Finnish Win-
ter War 1939–1940 against the Soviet attack, the Continuation War 1941–1944, where
the occupied areas of the Winter War were temporarily regained by the Finns, and the



Lapland War 1944–1945, where the Finns pushed the Germans out of Lapland. The
datasets in use are presented in Table 1. The casualties data (1) includes data about the
deaths in action during the wars. War diaries (2) are digitized authentic documentations
of the troop actions in the frontiers. Photos and films (3) were taken during the war by
the troops of the Defense Forces. The Kansa Taisteli magazine (4) was published in
1957–1986; its articles contain mostly memoirs of the men that fought on the fronts.
Karelian places (5) and maps (6) cover the war zone area in pre-war Finland that was
ultimately annexed by the Soviet Union. Senate atlas (7) contains historical maps of
Southern Finland, and the municipalities data (8) contains the Finnish municipalities
that existed during the wartime. Organization cards (9), written after the war, document
events of military units during the war. National Biography (10) contains over 6,300
biographies of Finnish national figures. In WarSampo the data related to 500 persons
active during the war is utilized. Data about wartime events (11), persons (12), and
army units (13) were collected from various war history text books. The RDF data in
WarSampo contains at the moment 7,176,900 triples.

Conceptual Framework and Model Since wars are essentially sequences of events,
an obvious framework for representing them is event-based modeling. There are many
approaches available for this, such as Event Ontology4, LODE5, SEM6, and CIDOC
CRM7 [4]. CIDOC CRM was selected as a commonly used ISO standard (21127:2014).
Another reason for the selection was that this conceptual framework is not limited to
modeling events only, but can be used for modeling other WarSampo contents as well,
such as war diaries, magazine articles, casualty records, and photos.

Fig. 1. Core classes of CIDOC CRM used in WarSampo.

The core classes used in our event model is represented in Fig. 1 where namespaces
crm, dc, and skos refer to CIDOC CRM, Dublin Core, and SKOS standards, re-

4 http://motools.sourceforge.net/event/event.html
5 http://linkedevents.org/ontology/
6 http://semanticweb.cs.vu.nl/2009/11/sem/
7 http://cidoc-crm.org



spectively. Events are characterized by actors, places, and times that are represented
by corresponding CIDOC CRM classes: Actors (crm:E39 Actor) are either persons
(crm:E21 Person) or groups (crm:E74 Group). Persons are characterized by the fol-
lowing event types: birth, death, military rank promotion, and getting a medal of honor.
Groups have subclasses of military units that may be involved in events where a unit is
formed, the unit is renamed, the unit is joined with other units, and a person is joining
the unit. There are currently 327,200 events in WarSampo. For Places, the Hipla.fi on-
tology of Karelian places and historical maps [11] is used, and for times CIDOC CRM
time spans. Metadata about documentary objects, such as war diaries, magazine arti-
cles, casuality records, and photos is represented as instances of crm:E31 Document.
For subject matter, the comprehensive Finnish KOKO ontology8 of over 47,000 key-
word concepts is used. Documentation about the data and metadata schemas used are
available at the data service homepage9.

Data Service WarSampo Data is available as mutually linked open datasets. The data
is provided using the ”7-star” LD model [10], where the first five stars are equal to
the traditional LD 5-star model [6], the 6th star is credited if the data is provided with
an explicit schema, and the 7th star if the data has been validated against the schema.
WarSampo was given six stars. The idea of the extra stars is to foster reuse of the data. In
addition to traditional linked data services, i.e., full dataset download, URI redirection,
linked data browsing, and SPARQL querying, the WarSampo Data Service provides the
user with a variety of other services for data production, editing, documentation, vali-
dation, and visualization available at the hosting Linked Data Finland platform10 [10].
The service is based on Fuseki11 with a Varnish Cache12 front end for serving LOD.

In contrast to the generic LOD Cloud13, the WarSampo data cloud has a particular
application domain in focus. A larger vision behind our work is that by publishing
openly shared ontologies and data about WW2 for everybody to use in annotations,
future interoperability problems can be prevented before they arise [7].

3 WarSampo Portal

Providing Interlinked Perspectives of War The WarSampo Portal is not just one ap-
plication, but a collection of six interlinked applications, and more are being designed.
The idea is that in order to address different end-user information needs properly, dif-
ferent application perspectives are needed [9,16]. For example, a first user may want to
see how the war events evolve in time and geographically, a second one is interested in
persons and their stories of the war, and a third one wants to do research on the casualty
records of the war. The idea of providing perspectives is different from large monolithic
portals like Europeana that may show only one view or search perspective of the data.

8 https://finto.fi/koko/en/
9 http://www.ldf.fi/dataset/warsa/

10 See http://www.ldf.fi for more details.
11 http://jena.apache.org/documentation/serving data/
12 https://www.varnish-cache.org
13 http://linkeddata.org



An important feature of WarSampo is that the different application perspectives can
be supported without modifying the data, which would be costly given the size and
complexity of the knowledge graph, but by only modifying the way the data is accessed
using SPARQL. In this way new application perspectives to the data can be added more
easily and independently without affecting the other perspectives.

WarSampo not only provides multiple perspectives, but also supports their inter-
linking using a systematic URI referencing policy. While the WarSampo Data Service
is able to resolve each WarSampo URI in the traditional LD way, each application per-
spective is assumed to be able to resolve the URIs of its application domain as domain
specific HTML pages for human usage. In a sense, each resource, e.g., a soldier in the
”person” perspective, has a kind of homepage, created by the perspective, that can be
linked easily to the home pages of the other perspectives, if the URI is known. Each
application perspective, and also any application external to WarSampo, is able to use
these ready-to-use pages via URLs. For example, an event page describing a battle
event, can easily provide more information about the persons involved in the battle or
the historical locations where it took place.

Many datasets in Table 1 have their own perspectives, where the user can first
search data of interest and then get linked data related to them. The perspectives enrich
each other via linked data. The datasets are published in the WarSampo SPARQL end-
point14 as separate graphs. The URIs of the data resources are minted using the follow-
ing template: http://ldf.fi/warsa/GRAPH/LOCAL ID. For example, the URI
http://ldf.fi/warsa/events/event 536 identifies the event ”Field Mar-
shal Mannerheim inspected the Detachment Sisu consisting of foreign volunteers in
Lapua”. The WarSampo Data Service documentation page contains further example
URIs and SPARQL queries, e.g., one for finding events, photographs, and articles that
are situated in the city of Vyborg.

The data service can be used as a basis for Rich Internet Applications (RIA). A
demonstration of this is the WarSampo Portal, where all functionality is implemented
on the client side using JavaScript, only data is fetched from the server side SPARQL
endpoints. In below, the six perspectives of the WarSampo portal are presented from the
point of view of end-user information needs and technological solutions.

Event-based Perspective The WarSampo event-based perspective15 is aimed towards
anyone interested in the course of events of the Winter and Continuation War. The
events are visualized using a timeline and a map. Each event has a detailed description
and contextualizing hyperlinks to other perspectives through entities linked to the event.

Fig. 2 illustrates the WarSampo event perspective. Events are displayed on a Google
map (a) and on a timeline (b) that shows here events of the Winter War. When the
user clicks an event, it is highlighted (c), and the historical place, time span, type, and
description for the selected event are displayed (d). Photographs related to the event
(e) are also shown. The photographs are linked to events based on location and time.
Furthermore, information about casualties during the time span visible on the timeline

14 http://ldf.fi/warsa/sparql
15 http://www.sotasampo.fi/events



Fig. 2. Event perspective featuring a timeline and map.

is shown alongside the event description (f), and the map (a) features a heatmap layer
for a visualization of these deaths.

The events can also be found and visualized through other perspectives. For exam-
ple, in the Army Unit perspective, the events in which a unit participated can be viewed
on maps and in time, providing a kind of graphical activity summary of the unit. In the
Casualties perspective, military units of the dead soldiers are known, making it possible
to sort out and visualize the personal war history of the casualties, e.g., on historical
maps that come from a yet another dataset in WarSampo.

The main data sources for events were text books with event lists, including [13,12].
The pages with the lists were scanned, OCR’d, structured as CSV, and transformed
into instances of CIDOC CRM event (sub)classes (cf. Fig. 1). In order to keep the
visualization comprehensible, the timeline does not show minor events such as troop
movements—these are visualized in the unit perspective instead (to be discussed later).
The event metadata includes the description, time span, location, and participants of the
event, represented using corresponding WarSampo domain ontologies.

The textual event descriptions were annotated using the ARPA automatic annotation
service [15]. Automatic linking brings about the issue of name ambiguity. Military per-
sons mentioned in descriptions mostly have high ranks, which helps identifying them.
Approaches to the place name ambiguity problem are discussed later below. Entity
recognition for extracting links is still a work in progress, and conditions for it will be
tweaked further to achieve a balance between precision, i.e., minimizing the amount of
incorrect links, and recall, i.e., extracting as many as links as possible.

Person Perspective The WarSampo person perspective application16 is illustrated in
Fig. 3. Its typical use case is someone searching for information about a relative who
served in the army. On the left, the page has an input field (a) for a search by person’s
name. The matching names in the triple store are shown in the text field below the

16 http://sotasampo.fi/persons



Fig. 3. Person perspective.

input. After making a selection, information about the person is shown at the top of
the page (b): name, times and places of birth and death, professions, military ranks and
promotions, etc. In the example case, the page shows matching photographs17 (c), a
short biography page from the National Biography18 (d) and a set of lists linking to
related events (e), military units (f), battles (g), military ranks (h), and Kansa Taisteli
magazine articles (i) that mention him.

Currently the dataset consists of 96,000 persons. The data has been collected from
various sources: lists of generals, lists of commanders in army corps, divisions, and
regiments, lists of recipients of honorary medals like the Mannerheim Cross, casualties
database, unit commanders mentioned in Organization Cards, the Finnish National Bi-
ography, Wikidata, and Wikipedia. Besides military personnel, an extract of 580 civil
persons from the National Biography database and Wikidata was included in WarSampo
because of their connections to WarSampo data. This set consists of persons with polit-
ical or cultural significance during the wartime. The process of producing the data dif-
fered a lot depending on the used data source. For example, data lists have been scanned
from a variety of documents, OCR’d, converted into CSV, and finally into RDF format.
On the other hand, the casualty data of National Archives and the biographies of the
National Biography had already been transformed into LOD in our earlier projects.

Some data sources, like the casualties database, provide detailed descriptions of
person’s life span, places, profession, marital status, etc. In contrast, sources such as the
Organization Cards might only mention that, e.g., someone called Captain Karhunen
has been in command of his unit in a certain battle. Regarding person names, we faced
lots of different mentioning practices: a person might be referred to by full name (Paavo
Juho Talvela), by initials (P. Talvela) or by using a combination of rank and family name

17 http://sa-kuva.fi/neo?tem=webneoeng
18 http://www.ldf.fi/dataset/history



(Major General Talvela, earlier known as Colonel Talvela). Recognizing whether such
terms refer to the same person or not, often required extra knowledge of the person.

Person instances record only the basic properties, like family name (the only re-
quired property), forenames, a description, and provenance data, i.e., a link to the source
from which the data was extracted. All other information is modeled as events, such as
person’s birth, death, promotion, or joining a military unit. Using the event-based ap-
proach turned out helpful especially in dealing with changing information. Consider a
person’s military rank: we may not know it at all, it might be a constant value during
the entire wartime, or in the case of a longer military career, the rank is actually defined
by a sequence of promotions. In a similar manner a person might be transferred into a
different military unit and have a new commanding role in it.

The war diaries19, data sources20, and ranks21 are in separate graphs. The War Diary
graph has 13,043 data entries, and there are 10 data sources and 195 entries for ranks.
The data includes the full range of ranks used by the Finnish Army added with some
ranks used by German and Soviet Armies. Besides the military there are also some civil
titles, like the ones used by the women’s voluntary association Lotta Svärd.

Fig. 4. Army unit perspective.

Army Unit Perspective WarSampo army unit perspective application22 is illustrated
in Fig. 4. A typical use case is someone searching for information about a specific army
unit, maybe a unit where an elder relative is known to have served during the Winter
War. On the left there is an input field (a) for a search by unit’s name. The results

19 See, e.g., http://digi.narc.fi/digi/hae ay.ka?sartun=319.SARK
20 See, e.g., http://ldf.fi/warsa/actors/source3
21 See, e.g., http://ldf.fi/warsa/actors/ranks/Sotamies
22 http://sotasampo.fi/units



matching unit labels in the triple store are shown in the text field below the input. The
map (b) illustrates the known locations of the unit. The heatmap shows the casualties of
the unit and the timeline (c) the events of the unit, e.g., dates of unit foundations, troop
movements, and durations of fought battles. On the right there is a list of persons (d)
known to have served in that unit. Three lists of related units are shown (e) consisting
of 1) larger groups where this unit has been as a member, 2) smaller subunits being
parts of this unit, and 3) otherwise related units at the same level in the hierarchy of the
Finnish Army. Below this, there are additional information fields for related battles (f)
and places (g), and links to entries in War Diaries (h) of the unit. There are also links to
Kansa Taisteli magazine articles and photographs if they are related to the unit.

The data consists of over 3,000 Finnish army units, including Land Forces, Air
Forces, Navy and its vessels, Medical Corps, stations of Anti-Aircraft Warfare and
Skywatch, Finnish White Guard, and Swedish Volunteer Corps. The main sources of
information have been the War Diaries and Organization Cards. The War Diaries pro-
vided an excellent starting point with about 3,000 unit labels. Currently only a part
of Organization Cards are in the database, including the most important Divisions and
Regiments of Infantry—during WW2 most soldiers served in Artillery and Infantry of
the Land Forces, which formed the backbone of the Finnish Army.

The data in the Military Unit Ontology has been gathered simultaneously with per-
son data. The event-based data model of a military unit is analogous to the model of
a person. Also the problems regarding named entity recognition are similar in many
ways. In the data sources, there are several ways of referring to a unit: by full name,
e.g., Jalkaväkirykmentti 11 (11th Infantry Regiment), by an abbreviation. e.g., JR 11, or
in some cases by a nickname, e.g., Ässärykmentti (Ace Regiment). In addition, during
the Winter War many units were renamed in order to confuse the enemy.

Historical Places Perspective Most datasets used in WarSampo contain references to
historical places (crm:E53 Place). If coordinates are available, places can be visualized
on maps, providing a yet another perspective23 to find and view WarSampo contents.
Historical places are also essential for interlinking the datasets. For these purposes, a
wartime place ontology containing place names with different levels of granularity and
types (e.g., counties, municipalities, villages, bodies of water) was created as a pilot
implementation of the ”Finnish Ontology Service of Historical Places and Maps” [11].
After the creation of the place ontology, the other WarSampo datasets were program-
matically linked to its place instances. This made it possible to build a perspective for
viewing WarSampo contents on both modern and historical maps.

Fig. 5 depicts the main functions of the historical places Perspective. For serendip-
itous browsing, all places that possess links to other WarSampo datasets can be visual-
ized as markers or polygons on the Google map by pushing the button (a). This gives
an overview of all places related to the war. In case the user is searching for a particu-
lar place, a tab for federated text search with autocompletion (b) is also provided. The
search results are listed below the search field and are dynamically visualized on the
map. The user can select a place by clicking on a search result row, or on a marker
on the map. In the figure, the user has selected a village with the Finnish place name
23 http://www.sotasampo.fi/places



Fig. 5. Historical places perspective.

”Vääräkoski” that is then shown on the map with an infobox (f). By clicking the buttons
(g) on the box the user can view and explore the linked events and photographs related
to Vääräkoski.

In addition to the search tab described above, there is also a historical maps tab
(c) on the perspective. It provides the user with a list of selectable historical maps that
intersect the current Google map view. In the figure, a historical map sheet covering
the city of Viipuri and its neighborhoods (d) is selected. The opacity of the historical
map sheets can be adjusted with the slider (e), which allows the user to investigate both
historical and modern maps at the same time, providing new insight into place names.
In this case, she realizes that the place she has selected, the village ”Vääräkoski” (f),
can be found only from the historical map of Viipuri—obviously the village does not
exist anymore.

The historical place ontology was created using four data sources: 1) a map ap-
plication the National Archives of Finland (612 wartime municipalities), 2) Finnish
Spatio-Temporal Ontology (polygon boundaries of the municipalities)24, 3) a dataset of
geocoded Karelian map names (35,000 map names with coordinates and place types),
and 4) the current Finnish Geographic Names Registry (800,000 places). The places
were modeled with a simple schema used in [11], which contains properties for the
place name, coordinates, polygon, place type, and part-of relationship of the place.

The big challenge when working with place names is that place names are highly
ambiguous (polysemy). There can be dozens or even hundreds of places around Finland
with the same name, which presents problems for automatic annotation of description
texts. Utilizing place type information is one partial solution to this problem. When
linking place name mentions to the WarSampo place ontology the following order of
priority was used: 1) municipality 2) town 3) village 4) body of water. House names
were most ambiguous, and they were not used in automatic linking.

24 http://seco.cs.aalto.fi/ontologies/sapo/



Another major difficulty we encountered was that different geographic data sources,
such as maps used as the basis for geocoding, are overlapping, producing multiple in-
stances of same places. A partial solution to this issue was to remove duplicate place
names in advance, when two places shared a name, were close to each other, and had the
same place type. However, in practice there still remained cases where it is not possible
to disambiguate multiple place names without manual work.

Casualties Perspective The casualties perspective25 is based on the National Archives’
dataset of all known Finnish casualties of WW2. The dataset consists of some 95,000
war casualty records from 1939 to 1945. The data has been originally in a relational
database, which was then converted into RDF and enriched by linking it to other datasets
of WarSampo. In particular, each casualty record is linked to military ranks, units, per-
sons, and wartime municipalities. In addition, there are links to resources within the
dataset, such as instances of graveyards around Finland where the deceased are buried.
The casualty dataset graph consists of almost 2.5 million triples. As the dataset is large,
with links to various kinds of information about each casualty, it is not straightforward
to present it in an online service for users to search and browse.

Fig. 6. Casualties perspective with one selected facet.

The casualties perspective, shown in Fig. 6, is a table-like view of the data records
that can be filtered using faceted semantic search. Facets associated with the casualties
are presented on the left of the interface as hierarchical facets with string search support.
The number of hits on each facet category is calculated dynamically and shown to the
user, so that selections leading to empty result set can be avoided. In addition, there is a
special text search facet for finding persons directly by name, and a date range selector
to filter the results by date of death.

25 http://www.sotasampo.fi/casualties



In the figure, five facets are open and the other facets are not visible as they don’t fit
into the browser screen. The user has selected on the marital status facet the category
”widow”, focusing the search down to 278 killed widows of war that are presented in
the table with links to further information.

Faceted search can not only be used for searching but also as a flexible tool for
researching the underlying data [18]. In Fig. 6, the hit counts immediately show distri-
butions of the killed widows along the facet categories. For example, the facet ”Number
of children” shows that one of the deceased had 10 children and most often (in 88 cases)
widows had one child. If we next select category ”one child” on its facet, we can see
that two of the deceased are women and 86 are men in the gender facet.

Our faceted search engine is based purely on SPARQL queries and client side
data processing in JavaScript. The system works well even with the large datasets of
WarSampo, as pagination is used to limit the amount of results that are queried and
displayed to the user.

The casualty records were modeled using the class crm:E31 Document with a dis-
tinct property for each facet. The property values are annotation resources selected from
the corresponding ontologies, such as places. Record instances refer also to events, e.g.,
the death events of persons.

Magazine Article Perspective This application26 is for searching and browsing tex-
tual articles relating to WW2. Here, the content are the 3,357 Kansa Taisteli magazine
articles published by Sotamuisto in 1957–1986, containing mostly memoirs of soldiers
related to WW2. The purpose of the perspective is two-fold: 1) to help a user find Kansa
Taisteli articles of interest using faceted semantic search and, 2) to provide context to
the found articles by extracting links to related WarSampo data from the texts.

The start page of the magazine article perspective is a faceted search browser similar
to the one in the casualties perspective (cf. Fig. 6). Here, the facets allow the user to
find articles by filtering them based on author, issue, year, related place, army unit, or
keyword. Some of the underlying properties, such as the year and issue number of the
magazines, are hierarchical and represented using SKOS. The hierarchy is visualized
in the appropriate facet, and can be used for query expansion: by selecting an upper
category in the facet hierarchy one can perform a search using all subcategories.

After the user has found an article of interest, she can click on it, and the digitized
article appears on the screen in the CORE Contextual Reader interface [17]. Depicted
in Fig. 7, CORE is able to automatically and in real time annotate PDF and HTML doc-
uments with recognized keywords and named entities, such as army units, places, and
person names. These are then encircled with colored boxes indicating the linked data
source. By hovering the mouse over a box, linked data from the data source is shown
to the user, providing contextual information for an enhanced reading experience. In
Fig. 7 the user is hovering on the identified place Ristisalmi, which is then shown on
a map for contextualization. If further contextual information is desired, the user can
click on an entity to open the WarSampo page for that entity on a pane to the right of
the reader interface. In Fig. 7, for example, detailed data are shown about Raymond
August Ericsson, one of the battalion commanders discussed in the article.
26 http://www.sotasampo.fi/articles



Fig. 7. The Contextual Reader interface targeting the Kansa Taisteli magazine articles.

The Kansa Taisteli magazine articles used in the interface have been manually
scanned into PDF format by a member of the Association for Military History in Fin-
land, Timo Hakala, and made available on the association’s web site27 in collaboration
with the current copyright holder, Bonnier Publications. Our search application addi-
tionally makes use of a separate CSV file containing metadata for the 3,357 articles,
also manually crafted by Timo Hakala.

After transforming the metadata into instances of documents (crm:E31 Document)
and linking it with the WarSampo domain ontologies, the article dataset was further
enriched with subject matter keywords by using the ARPA automatic text annotation
service in the same way as with the other datasets. The extracted keywords were re-
sources indicating military units, military persons, and places mentioned in the article
text. These resources are used as the basis for the keyword facet in searching. The
enriched metadata of the articles contains approximately 44,000 triples in total. The
metadata is based on Dublin Core, where in addition to some standard properties like
dc:title, there are object properties corresponding to each search facet, which facilitate
the search.

A challenge faced during the linking and annotating of the Kansa Taisteli articles
was the quality of the data. For example, because the magazines were manually scanned
in a laborious process, full-page advertisements were sometimes not included. How-
ever, when locating the articles inside the PDFs based on the metadata, this threw off
the reader sometimes even by multiple pages. A more serious concern was errors of the
OCR process that caused challenges for the automatic annotation process. For example,
unit names as abbreviations are inflected in Finnish by appending a : and the inflection
ending. However, in OCR, character : was often read as i or z. Luckily, being a spe-

27 http://kansataisteli.sshs.fi



cialized domain with rigid conventions for writing, e.g., units and ranks, most of these
errors could be corrected using a host of 135 regular expression rules.

This still left the problem of semantic disambiguation; in this case this concerned
named entity recognition of persons, places, and military units. Formal evaluation on the
automatic annotation process has not been made, but based on an informal evaluation,
the final outcome is useful for its purpose even if the annotations are incomplete and
some errors remain.

4 Related Work, Discussion, and Future Work

There are several projects publishing linked data about the World War I on the web, such
as Europeana Collections 1914–191828, 1914–1918 Online29, WW1 Discovery30, Out
of the Trenches31, CENDARI32, Muninn33, and WW1LOD [14]. There are few works
that use the Linked Data approach to WW2, such as [2,1] and Open Memory Project34

on holocaust victims.
Our results suggest that large heterogeneous datasets of war history can be inter-

linked with each other through events in ways that provide insightful multiple perspec-
tives for the historians and laymen to the data. Given the wide, deep, and sentimental
interest in war history among the public and researchers, we envision that war history
will become an important domain for Linked Data applications.

We have also learned that even in the rural northern parts of Europe, massive amounts
of WW2 data can be found and opened for public use. We have initially dealt with less
than 100,000 people involved in war events. However, there is also data available about
hundreds of thousands of soldiers who survived the war only in Finland. Managing
the data, and providing it for different user groups, suggests serious challenges when
dealing with, e.g., the war events in the central parts of Europe, where the amount of
data is orders of magnitude larger than in Finland, multilingual, and distributed in dif-
ferent countries. For example, solving entity resolution problems regarding historical
place names and person names can be difficult. However, it seems that Linked Data is a
promising way to tackle these challenges.

Future work on WarSampo includes, e.g., end user evaluations, where the portal is
compared with existing legacy database services in searching for WW2 materials, and
where the usability of the portal is tested in its use cases. We also plan to continue our
work on automatic annotation of texts.
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Abstract. This paper presents an application for studying the death
records of WW2 casualties from a prosopograhical perspective, provided
by the various local military cemeteries where the dead were buried. The
idea is to provide the end user with a global visual map view on the
places in which the casualties were buried as well as with a local histor-
ical perspective on what happened to the casualties that lay within a
particular cemetery of a village or town. Plenty of data exists about the
Second World War (WW2), but the data is typically archived in uncon-
nected, isolated silos in different organizations. This makes it difficult
to track down, visualize, and study information that is contained within
multiple distinct datasets. In our work, this problem is solved using ag-
gregated Linked Open Data provided by the WarSampo Data Service
and SPARQL endpoint.

1 Introduction

This paper builds upon the WarSampo project4 that collects data related to the
Finnish WW2, and publishes this data as Linked Open Data [2] on an open
SPARQL endpoint. WarSampo is to our best knowledge the first large scale
system for serving and publishing WW2 LOD on the Semantic Web.5

Seven different user-friendly application perspectives based on the the War-
Sampo Data Service6 have been created within the semantic WarSampo Por-
tal7 [7]. This paper presents a new, 8th application perspective based on the
WarSampo Data Service: Cemeteries8. This work is based on research done in
4 http://seco.cs.aalto.fi/projects/sotasampo/en/
5 WarSampo was awarded with the LODLAM Challenge Open Data Prize in Venice,

2017.
6 http://www.ldf.fi/dataset/warsa
7 http://sotasampo.fi/en
8 Premilinary version at http://www.sotasampo.fi/en/cemeteries



transforming Finnish WW2 casualties to Linked Data [10] and linking them to
other datasets in WarSampo.

Finnish soldiers who perished in WW2 were transported back to their home-
town for burial whenever it was possible [11]. Thus, the local cemetery is a
natural starting point for studying the common characteristics and events of the
residents of one’s hometown in the turmoil of the war.

This paper presents new interactive views to the casualty data based on
cemeteries and other community level groups. First, all military cemeteries in
Finland can be browsed with a faceted browser, and visualized on maps to pro-
vide a global view of the cemeteries. Second, another new view is the cemetery
information page that provides a community-level view presenting various kinds
of information and visualizations about each cemetery and the soldiers buried
there, including over 3000 photographs of the cemeteries. Third, the new func-
tionalities of the existing casualties perspective make it possible to study various
community level groups. For example, the people buried in a particular ceme-
tery or born in a certain town form a prosopographical [5,13] group which is of
interest to local historians. Visualizations of the casualty data can be created
providing the end user with insights on what actually happened to these people
originating from the same area. Furthermore, the group can be filtered further
down into subsets of interest in versatile ways using the faceted browser and new
visualizations of the existing Casualties perspective.

The principal use case of the new views is to provide local level views to
the casualty data. This use case originates from the data owners at the National
Archives of Finland, who emphasized the idea that the users need a local starting
point for browsing the data. The existing person perspective of the WarSampo
portal provides answers to the question: “What happened to my relatives in
WW2” whereas the new views are meant to expose what happened to the user’s
or the user’s relatives’ hometown soldiers in WW2.

2 User Groups of WW2 Casualty Data

The data users can roughly be divided into three groups: academic researches,
military history enthusiasts and private citizens. First of these groups have widest
range of needs regarding the data. On the other hand, they often have the best
skills to handle and refine the data by themselves. The focus of academic research
regarding this data seems to be shifting from a macro level towards individual
and social aspects of war.

Military history enthusiasts usually approach the data from a military unit
perspective, or they may concentrate on a certain location during a narrow time
frame. They may also be searching for irregularities, such as peaks in numbers
of casualties or in certain age groups within the data. One special group of data
users in this segment are voluntary researchers, whose aim is to search, locate,
and bring back remains of Finnish soldiers who went missing during the battles
in the area that is currently part of Russia. They use the data to identify the
war victims found during their excavations at the WW2 battle sites.



Private citizens usually begin their search for information with their own
relatives who were lost during the war. After finding that out they may go on
searching for similar destinies based on age group, unit, or locations (e.g. home
towns or the location where their relatives lost their lives).

As mentioned above, academic researchers usually have the best skills to
refine the data for their needs. At the other end are private citizens who are
usually most dependent on easy-to-manage user interfaces. There have been no
studies done on the data user profiles, but it seems apparent that they form the
largest group. In this group are also school children who may benefit from this
data during their studies as local history aspects are more and more valued in
Finnish national curriculum for basic education.

The WarSampo project is targeted at all three user groups. The WarSampo
Data Service publishes all information as Linked Open Data so that academic
researchers can, at their choice, download the data and process it further, or
query it directly with SPARQL. The WarSampo Portal provides user-friendly
applications for all the user groups to search, browse, analyze and visualize the
data.

3 Cemeteries as Linked Open Data

An important part in studying histories of communities are cemetery studies,
which provide a physical record of a community’s former inhabitants [12]. In
this research we study cemeteries of war graves as data by linking cemeteries
to the soldiers who have been buried there, and developing on-line tools and
visualizations for analyzing the data.

3.1 Collecting Cemetery Data

A complete listing of all war cemeteries in Finland has not previously been
available, but it has been estimated that there are about 690 of them. The
Central Organization of Finnish Camera Clubs (Suomen Kameraseurojen Liitto
ry, SKsL) is coordinating a project called “War Cemeteries in Finland” where
local camera clubs photograph and collect data about all the war cemeteries.

The members of the camera clubs were instructed to take five specific pho-
tographs from each cemetery. At the same time the following information will
be collected: 1) official name of the cemetery, 2) year of foundation, 3) architect,
4) memorial (name, sculptor and unveiling date), 5) street address, 6) coordi-
nates, 7) former municipality, and 8) current municipality. The cemetery and
photograph data is first organized into a CSV table, which is then converted
into RDF.9

9 At the time of writing the information collection is still in progress and preliminary
data and photographs related to 218 cemeteries have been converted into RDF and
published on the WarSampo Data Service.



3.2 Data Model and Linking War Casualties to Cemeteries

For interlinking the heterogeneous datasets of WarSampo, a wartime place on-
tology containing place names with different levels of granularity and types was
created earlier as a pilot implementation of the “Finnish Ontology Service of
Historical Places and Maps” [6]. Now, when the cemetery data is added to the
place ontology, it brings out a new local level to the ontology, as there is often
more than one cemetery within a municipality.

In order to add the cemetery data to the WarSampo Data Service, the event-
based data model of WarSampo was extended with a new cemetery class. The
part of the WarSampo data model that is relevant to this paper is presented in
figure 1. Because the WarSampo data model is founded on the CIDOC Concep-
tual Reference Model (CRM) [4], the cemetery class is a subclass of the CRM
class E27_Site. The cemetery data is linked to the person instances via death
records and to place ontology via municipalities.

The namespaces :, :crm, and :narc used in figure 1 refer to WarSampo
schema (http://ldf.fi/schema/warsa), CRM, and Casualties schema
(http://ldf.fi/schema/narc-menehtyneet1939-45/) respectively. A previous
modeling decision was that when a class containing custom properties that were
not available in the CRM is needed, it will be created as a subclass of a corre-
sponding CRM class. The full WarSampo schema is published on GitHub10.

Fig. 1. The extension of WarSampo data model for cemeteries

10 https://github.com/SemanticComputing/Warsampo-schema



The dataset of the Finnish war casualties consists of about 95,000 death
records, and originates from the Finnish National Archives. It has served as the
primary source of person instances in WarSampo. Because it was created before
the WarSampo Data Service, it uses a different namespace for some properties.
As can be seen from figure 1, the death records are modeled as CRM documents,
which have custom properties for different pieces of information about the casu-
alty. The death records are linked to corresponding WarSampo person instances,
military units, military ranks, and wartime municipalities [10].

The death records were originally annotated with information about ceme-
teries, but this information was limited only to the cemetery name, and the
municipality in which the cemetery is located. Because the “War Cemeteries in
Finland” project and the original death record database used the same listing of
war cemetery names as a starting point, it is a straightforward operation to ap-
pend the new cemetery data and photographs to the existing cemetery instances
by using only the name of the cemetery as a connecting link. The cemeteries
provide a more stable basis for local history than the death records’ temporally
changing municipalities, which have already changed greatly since the war.

4 New Views to WW2 Casualties

The new cemetery perspective and the new visualizations in the casualties per-
spective have been developed to gain new insights from the data based on the
community-level aspect provided by the cemeteries. Since there is not enough
data about the casualties to construct life stories of individual soldiers as bi-
ographies, the new views focus on supporting prosopographical study of the war
casualties in which people are studied as groups. This approach is useful when
there is not enough information about individual people to construct biographies,
but the amount of individuals is large enough to study the data as groups of
people using, for example, visualizations. Information visualization is a useful
approach for analyzing complex spatiotemporal and multivariate data [8].

4.1 Cemetery Perspective and Information Pages

The user interface of the new Cemetery perspective11 is presented in figure 2.
The user can browse all cemeteries, or search the cemeteries by name and narrow
the results by using the filters on the left. The search results can be viewed as
a listing, or on a map which provides a global view of the cemeteries. When the
user clicks the name of a cemetery, a cemetery information page opens.

Figure 3 illustrates the top section of a cemetery information page. The top
section contains all information provided by the “War Cemeteries in Finland”
project. Below that the user can browse through the photographs of the ceme-
tery with a full screen photo gallery. As is the case with all other WarSampo
information pages, the right column contains links to related resources. In this
11 Premilinary version at http://www.sotasampo.fi/en/cemeteries



Fig. 2. Cemetery perspective

context links to buried people and their units are provided. Below the pho-
tographs there is a map visualization based on the places of death of the buried
people. This example shows that the death places are concentrated on the east-
ern front of Finland. By clicking the map pin the user can move onwards to the
person information page.

The bottom section of a cemetery information page, partly illustrated in fig-
ure 4, contains several visualizations for studying the buried people as a proso-
pographical group:

Distribution over units. A pie chart for showing the most common units
of one’s hometown soldiers.
Distribution over ranks. The most common ranks as a pie chart.
Age distribution. The ages at death as a bar chart. This visualization can
also be found in the Casualties perspective with customizable options.
Distribution over causes of death. Causes of death as a pie chart.

For prosopographical research the pie chart slices and bar chart bars were
made interactive, so that by clicking them the user can examine the persons
that belong to the group in question and visit their information pages. On the
bottom there is a link to the casualties perspective, where the user can study
the buried people further as a group with a faceted search interface and newly
added visualizations. A design decision originating from the needs of the user
groups was to place certain visualizations to the cemetery information page, and
leave the more customizable visualizations (e.g. soldier life paths) to the more
general casualties perspective.



Fig. 3. The top section of a cemetery information page

Fig. 4. Visualizations for studying the buried people as a prosopographical group on
a cemetery information page



4.2 Casualties Perspective Visualizations

The casualties perspective12 of WarSampo provides a faceted search interface
to the Finnish WW2 casualty data as a web page [10]. The faceted search web
functionality is based on the SPARQL Faceter library [9]. The source code of
the Casualties perspective in WarSampo is openly available in GitHub13.

The faceted search results have previously been displayed in a data table,
but the perspective has been extended to also support visualizing the results
based on the facet selections. This provides a way to easily analyze the data by
using the faceted search interface to filter the results based on what the user is
interested in. For example you could select only soldiers that have been born in
a certain place, or that have been buried in a certain cemetery.

After filtering the results with the facets, the user can choose from several
different ways of displaying the results from the Results Display drop-down menu
at the top of the page. The supported methods of displaying the faceted search
results are:

Table. The original method of displaying the casualties as a table.
Age distribution. Age distribution of casualties as a column chart.
Soldier paths. Soldier life paths visualized as a sankey diagram. The default
steps in the diagram are the municipalities of birth, residence and death,
and the military cemetery. Steps can be customized by the user by selecting
properties to be used for each step.
Statistics. Distribution over an arbitrary property as a bar chart. The user
can select the property to use for the diagram.

Fig. 5 shows the age distribution of casualties in Hietaniemi cemetery in
Helsinki, which is the military cemetery with the highest number of casualties.

Fig. 6 presents a screenshot of the soldier life paths diagram, showing the
life paths of 40 soldiers. The diagram shows where the soldiers were born, where
they lived, where they died, and where they are buried. The birth, residence,
and death are given on a municipality level, whereas the cemetery is given as
the exact cemetery. In this case the facets have been used to filter the casualties
to only show persons buried in the cemetery of Inari in Ivalo. A large portion of
places of death are unknown in the data, as is the case here as well. All in all
56% of the casualties in the dataset have an unknown place of death.

The faceted search makes it possible to further narrow the search down e.g.
to only include casualties who served in a certain military unit. Figure 7 show the
whole user interface of the Statistics visualization view. Based on the facet selec-
tions, the diagram currently shows occupations of soldiers with the military rank
of private, who were married, were born in Helsinki, lived in Helsinki, and are
buried in Hietaniemi war cemetery in Helsinki. The most common occupations
in the group are workman, chauffeur and labourer.

12 http://sotasampo.fi/en/casualties
13 https://github.com/SemanticComputing/WarSampo-death-records



Fig. 5. Age distribution of casualties in the most ”crowded” war cemetery, Hietaniemi
in Helsinki.



Fig. 6. Life paths of 40 soldiers buried in the cemetery of Inari in Ivalo.

Fig. 7. The faceted search interface and the statistics view, visualizing occupations
of soldiers with private military rank, who were married, born in Helsinki, living in
Helsinki, and buried in Hietaniemi war cemetery in Helsinki.



5 Related Work and Discussion

The War Graves Photographic Project14, founded in 2008, aims to create an
archive of names and photographs of all military graves and memorials from 1914
to the present day from any nationality, although the focus is on Commonwealth
soldiers. Data collection is based on volunteer work, but unfortunately the data
is not available through APIs or dumps, and the photographs are subject to a
charge. For modeling general war related English data Historic England hosts
various thesauri15. Also a number of previous research exists in Linked Data
visualization [1,3].

This paper presented how Finnish WW2 casualty data was linked to war
cemetery data that is being collected for studying the casualties from a proso-
pographical perspective. The WarSampo portal was extended with several new
interactive views to the casualty data based on cemeteries and other commu-
nity level groups. A quick comparison shows that the War Graves Photographic
Project has information on 668 people buried in Hietaniemi, the biggest war
cemetery in Finland, whereas WarSampo now has information on 4268 people
buried there.

The Cemetery perspective and the data visualizations on cemetery informa-
tion pages are useful for all user groups mentioned in section 2, but because
they provide easy access and a starting point from a local point of view, private
citizens might benefit most from it. These visualizations offer instant informa-
tion on divisions, for example, in ranks, age groups and units. By using a local
starting point for the whole casualties dataset it is also much easier to detect
local irregularities in data that might be worth exploring in more detail. The new
visualizations of the Casualties perspective offer more customizable views to the
casualty data as a whole, which are especially useful for academic researchers.

6 Future Work

While the current tools allow for many ways to analyze and explore the data,
there is still a vast amount of different kinds of visualizations that could be tried,
for example many that would be based on aggregating the data in some manner.
For example displaying the average amount of children in relation to some other
property, like place of residence, might reveal something interesting. Also the
casualty and cemetery data collected from various sources contains errors and
inconsistencies. For improving the quality of the data a Linked Data tool for
suggesting corrections and collecting new data from the users is in planning.

14 https://www.twgpp.org/
15 http://thesaurus.historicengland.org.uk/
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Abstract
This paper presents the first results of a new, ninth application perspective for the semantic portal WarSampo – Finnish WW2 on the
Semantic Web, based on a database of ca. 4 450 Finnish prisoners of war in the Soviet Union. Our key idea is to reassemble the life
of each prisoner of war by using Linked Data, based on information about the person in different data sources. Using the enriched
aggregated data, a biographical global “home page” for each prisoner of war can be created, that is more complete than information in
individual data sources. The application perspective is targeted to the researchers of military history, to study and analyze the data in
order to form new research questions or hypotheses, as well as to public in the large looking for information, e.g., about their relatives that
were captured as prisoners of war. Employing the faceted search of the application perspective, prosopographical research on subgroups
of prisoners is possible.

1 Introduction
Representing biographical texts as Linked Data leads to
a paradigm change in publishing biographical collections
(Hyvönen et al., 2019): the lives can then not only be read
as texts by humans but also be processed and analyzed
by computational means (Fokkens et al., 2017; Warren et
al., 2016), opening new possibilities in Digital Humani-
ties (Gardiner and Musto, 2015) research for biography and
prosopography (Verboven et al., 2007) as well as for data
reuse in applications. The same idea of Linked Data can
be applied also when biographical data is available in semi-
structured or structured form from different data sources:
the data about a person can be aggregated, harmonized,
and reassembled into a global knowledge graph that gives
a more complete picture of the biographee than any indi-
vidual source alone. Based on the knowledge graph, a bi-
ography of the biographee can be generated or alternatively
a semi-structured “home page” presenting her/his life. The
latter approach was introduced in the semantic portal War-
Sampo – Finnish WW2 on the Semantic Web1 (Hyvönen et
al., 2016), a web service in use in Finland that had 230 000
users in 2018, typically looking for information about their
relatives killed in action during the Second World War
(WW2).
This paper presents a new, ninth application perspective
Prisoners of War to be included in WarSampo. This per-
spective was created for studying individual people, docu-
mented in a new prisoners of war (POW) database, as well
as groups of them for prosopographical analysis. The new
data was aligned with and integrated into the WarSampo
person data, which is mostly based on the Finnish WW2

1This semantic portal was released in 2015 and is in use at
https://sotasampo.fi/en/. More information about the
project is available at home page https://seco.cs.aalto.
fi/projects/sotasampo/en/.

casualties of war2 database of the National Archives of
Finland. The new application perspective enables study-
ing not only individuals but also prosopographical stud-
ies of the prisoners using either the whole dataset or sub-
sets of it based on user interest and selections in a faceted
search (Tunkelang, 2009) view.
The new prisoners of war dataset was originally published
as a book (Alava et al., 2003). For integrating and pub-
lishing the data as a part of WarSampo, it has been further
extended, cleaned, and validated by domain experts using,
e.g., information from many war-time archives in Finland
and Russia. This paper builds on previous work on War-
Sampo, which has discussed the Linked Data publication
and data model (Koho et al., 2018a), and the data integra-
tion challenges (Koho et al., 2018b). Reconstructing the
biographies of the casualties of war in WarSampo has been
previously presented in (Koho et al., 2017). In contrast to
the casualties of war dataset, the POW register can have
multiple values for a single property, and contains sources
of information for individual data values, creating a need
for handling conflicting information about a person.
In the following, the underlying data model and data pro-
duction process is first explained. After this, the main func-
tionalities of the application from an end user perspective
are explained, as well as the technical implementation. In
conclusion, the contributions of the work are summarized
and contrasted with related work.

2 Data Model and Data
The prisoners dataset consists mainly of a register of the
Finnish prisoners of war in WW2, containing a spreadsheet
of about 4 450 soldiers, auxiliary forces, and civilians cap-
tured by the army of the Soviet Union. Additional spread-
sheets contain information about POW camps and hospi-
tals, as well as the primary data sources. The data includes

2http://kronos.narc.fi/menehtyneet/



also separate documents about the prisoners of war to pro-
vide additional information, such as video interviews, im-
ages and archived documents.
The original information sources are mostly various reg-
isters in Finnish and Russian archives (Alava et al., 2003).
Information in different sources can be contradictory, hence
it is important to preserve the data source for each individ-
ual piece of information. A formatting was agreed upon
to allow multiple values with source information already
in the original spreadsheet that the domain experts worked
on. The data formatting evolved as a collaboration between
the domain experts maintaining the original dataset, and
the WarSampo team of Linked Data experts. Also other
agreements on the spreadsheet structure were needed: 1)
separation and cleaning of values that will be linked to the
WarSampo domain ontologies, 2) local identifiers for enti-
ties that are used in multiple spreadsheets, and 3) how to
express partially or completely missing information.
The WarSampo infrastructure, data service, and semantic
portal was chosen as the primary data publication platform
by the stakeholders, which include the National Archives
of Finland, and the Association for Cherishing the Memory
of the Dead of the War.

21 Prisoners of War as Linked Data
The WarSampo Linked Open Data infrastructure is built
to support integrating new datasets into WarSampo, by ex-
tending both the data model and the data content. The data
is published openly online for everyone to use. The War-
Sampo web portal then provides different perspectives to
the interlinked datasets, as customized web applications.
New perspectives can be added to provide views to new
datasets, or to show new features of the existing data.
In Linked Data (Heath and Bizer, 2011), information is pre-
sented as RDF graphs and all resources in the data have
unique identifiers. This enables identifying and sharing
common resources, e.g. people, places, and military ranks
between the datasets, thus creating an interlinked knowl-
edge graph.
A simple primary data model is used for the prisoner
records, in which one prisoner record corresponds to one
row in the source spreadsheet, with each column mapped
to a distinct property. So all of the personal information
about each captured individual is contained in the prisoner
record, resembling the data model of the WarSampo death
records (Koho et al., 2017). The properties and classes of
prisoner records and death records have been harmonized
using the dumb-down principle of Dublin Core3, i.e., by
using shared super-properties and super-classes where ap-
plicable. By mapping columns directly to properties, the
data can be shown to the end user in an intuitive way, re-
sembling the original spreadsheet.
WarSampo uses the CIDOC Conceptual Reference Model
(CRM)4 as the harmonizing data model. Prisoner records
are modeled as instances of the CRM document class
E31 Document.

3http://dublincore.org/usage/documents/
principles/

4http://cidoc-crm.org

In addition, this data is then used to create CIDOC CRM
descriptions of the actual people and events, when appropri-
ate. WarSampo person instances (Leskinen et al., 2017) in
the actor ontology are enriched using the prisoner records.
New person instances are created for people that do not al-
ready exist in the ontology, which is the case for most of the
war prisoners. The prisoner records then document the per-
son instance through the CRM property P70 documents.
The full WarSampo data model is published on GitHub5.

22 Data Conversion
It has been understood from our previous work, that the
data transformations need to be repeatable, automated pro-
cesses (Koho et al., 2018b), in the dynamic infrastructure
where there is frequently a need to adapt to changes. An
automatic data processing pipeline6 was developed to inte-
grate the POW data into WarSampo linked data infrastruc-
ture. The pipeline handles data transformation, validation,
linking, and harmonization.
The pipeline transforms the spreadsheets into RDF, map-
ping the spreadsheet columns to RDF properties, with pos-
sibly multiple values per property, and containing annota-
tions for primary information sources. Automatic proba-
bilistic entity linking processes then link the records to the
WarSampo domain ontologies of military ranks, units, oc-
cupations, people, and places. Original literal values are
also retained as separate properties.
The original POW register is maintained in spreadsheet for-
mat, which can be easily integrated into WarSampo with
our automated transformation process when the spread-
sheet is updated, provided that the structure stays the same.
Also if the linked domain ontologies are updated, the
whole integration process can be redone to account for the
changes in the probabilistic entity linking.
The cell formatting is validated during the data transforma-
tion process. Also other simple data validation rules are
applied to find anomalies during data conversions. The val-
idation reports help the domain experts to improve the qual-
ity of the source data.
Some parts of the data had to be left out of the online data
publication due to privacy issues. This is done automati-
cally based on the date when a person has died. If there
is no information about an individual’s date of death, it is
assumed that they may still be alive, and their personal in-
formation, including given names, is removed, effectively
pseudonymizing them. For prisoners who are known to
have died less than 50 years ago, health related information
is removed, based on the columns of the original spread-
sheet that might contain health related information.

23 Interlinking within WarSampo
Matching the people in the prisoner records to the ca.
100 000 people already existing in the WarSampo actor on-
tology is one of the most challenging aspects of the data
transformation pipeline. The data model and contents are

5https://github.com/SemanticComputing/
Warsampo-schema

6Source codes for data conversion and linking are available
online: https://github.com/SemanticComputing/
WarPrisoners.



different, and many pieces of personal information can be
missing on both sides. In the first results of the person
linking, we were able to link 1431 prisoner records to ex-
isting WarSampo person instances, corresponding to 32%
of all prisoner records (Koho et al., 2018a). The person
linking uses probabilistic record linkage (Gu et al., 2003;
Gregg and Eder, 2019) (aka. deduplication) with a ma-
chine learning approach, in which each POW’s information
is compared with the information in the WarSampo per-
son instances to find matches that have high enough sim-
ilarity. Initially the record linkage value comparisons were
weighted based on domain knowledge, which was then iter-
ated for better accuracy, and finally a manually curated list
of matches was taken to serve as training data for the ma-
chine learning approach. The machine learning approach
can adapt to data changes on both sides in the record link-
age, without having to manually inspect the linking results
and adjust the weights.
New person instances are created from the unlinked pris-
oner records and added into the actor ontology. With the
probabilistic record linkage, it is possible that a record is
not mapped simply because there is not enough informa-
tion about either the POW record, or the person instance,
to create a mapping between them. Modifying the informa-
tion in either the POW data or in the actor ontology means
that the whole record linkage process should be redone.
Other information is also linked to WarSampo domain on-
tologies. Of military ranks, 99% were linked to the War-
Sampo military ranks domain ontology. Of military units,
91% were linked to pre-existing military units in the actor
ontology.
Domain ontologies differ from each other by nature. For
example, covering and disambiguating all military ranks is
clearly a simpler task than performing the same task with
all wartime places. In general, it is not realistic to assume
that the domain ontologies completely cover their domain.
Other information still to be linked to WarSampo domain
ontologies are war-time municipalities. More accurate
place information could also be linked, but due to the am-
biguous nature of the names, this would lead to a high level
of error, based on initial experiments.
The created Linked Data stores source information when
present in the original data. There are many ways of pre-
senting this kind of provenance information in RDF (Har-
tig, 2009; Zhao et al., 2010). The approach used with the
prisoners of war dataset is storing source information using
RDF reification with the DCMI Metadata Terms7 property
source.

24 Biographical Data
Each person’s basic personal information in the dataset con-
tains columns like first and last names, dates of birth, return
from captivity, and death, municipality of birth, domicile
and death, and occupation, marital status, and number of
children. These enable building some understanding about
the life of the person before the war, and in case of sur-
vivors, also after the war.

7http://dublincore.org/documents/
dcmi-terms/

Structured information is also gathered of the events of go-
ing missing and being captured, like the place and time. Bi-
ographically interesting information is also given as prose
about being captured, the cause of death and burial place,
and other information. These all are structured to con-
tain the information source, and can often contain different
pieces of information from different sources. Information
on confiscated possessions and their estimated value sheds
light to what kind of valuable personal possessions a per-
son had. Information is also given about the occurrence
of a person in Soviet war propaganda magazines or fliers,
either in pictures or text.

3 Prisoners of War in the WarSampo Portal
A new application perspective was created into the War-
Sampo portal for studying, exploring and analyzing the
prisoners of war dataset as a whole. Also the existing War-
sampo Persons perspective, which generates a “home page”
for each person in the WarSampo knowledge graph, was
extended to show possibly contradictory data originating
from multiple sources (e.g. death records, prisoner records,
Wikipedia). The Prisoner perspective application is open-
source, and available online8.

31 Biographical View in the Persons perspective
The WarSampo Persons perspective offers a general search
of people in the WarSampo knowledge graph. Each person
is provided with a biographical view, a home page, that re-
assembles the biographical knowledge of the person from
the WarSampo datasets, into a structured format.
Figure 1 shows an example of a soldier’s home page, where
the information is combined from a prisoner record and a
death record. The left side of the page contains a person se-
lector and a text box for filtering the people by name. The
details of a selected person are displayed on the right. Infor-
mation usually exists from birth to death, with a clear and
understandable focus on the war-time events. A property
(e.g. occupation) may contain multiple values. In order to
make the biographical view as transparent as possible, all
values have been supplemented with a reference to the in-
formation source. In the figure, source number 2 refers to
the POW register. There is a total of 12 sources of informa-
tion for the particular person, which includes also a death
record, and 10 different sources from the POW register.
The values that have been linked to WarSampo domain on-
tologies are shown as links to corresponding home pages.
The idea here is that the WarSampo semantic portal acts as
a customized graphical RDF browser, which makes it pos-
sible for the user to find surprising connections between the
individual resources of the WarSampo knowledge graph.

32 Prosopographical Prisoners Perspective
The Prisoners perspective is based on the previously re-
leased Casualties perspective (Koho et al., 2017). The main
design principle of these perspectives is to target one core
class of WarSampo knowledge graph (e.g., prisoner record)
and provide the user with a faceted search (Tunkelang,

8https://github.com/SemanticComputing/
prisoners-demo



Figure 1: The Persons perspective showing part of a person’s home page.



2009; Oren et al., 2006) interface, which initially renders
a result set that contains all instances of the target class as
a paginated table. This way we ease off the “blank search
field problem”, where a new user does not know what kind
of query terms should be used for meaningful results. The
initial result set can be narrowed down by using various
facets (e.g., military unit or prison camp).
Figure 2 shows a part of the Prisoners perspective user in-
terface. Facets are presented on the left of the user interface.
The number of hits (instances of the target class) produced
by each facet value is calculated dynamically and is shown
in parenthesis. Facet values leading to an empty result set
are hidden. To reduce unnecessary data fetching, most of
the facets are disabled by default. They can be activated by
clicking the plus sign on the facet header. The facets are
name, date of being captured as a POW, date of death, mil-
itary unit, military rank, POW camps where the person has
been, occupation, marital status, number of children, birth
municipality, place of being captured, and place of death.
The results are displayed on the right side of the user inter-
face. The result set, based on the facet selections, can be
shown as a table, or shown with three different visualiza-
tions:

1. a distribution chart over a selected property, with prop-
erty choices: military rank, military unit, occupation,
number of children, birth municipality, municipality
of residence, place of being captured, and place of
death,

2. an age distribution chart at the time of capturing,

3. a sankey diagram of soldier life paths based on known
geographical locations at different times, starting from
the municipality of birth, and ending to the municipal-
ity of death.

The results display mode can be selected using the button in
the top bar. In Figure 2, the results are displayed as a table,
with each row corresponding to a single prisoner record,
with several key properties mapped to separate columns.
Figure 3 shows the age distribution of all soldiers whose
rank is private at the time when they have been captured as
a prisoner of war. Figure 4 shows the military rank distri-
bution of the soldiers that were born in Helsinki.
The common usage scenario of the average user is to search
for information about their relatives who have participated
in the war. This can be achieved most easily with the table
view of results and using the different facets, and mostly
the name facet, where a person can search with just a part
of the name to get all the results containing that. Another
way to find relatives, who historically are often situated in
the same region, is to filter the results with the birth munic-
ipality facet.
Another usage scenario is studying and analyzing the data
by a historian or an interested citizen. The facets already
provide distributions of the facet values, with the number
of hits after each value. When a selection is made in one
of the facets, all of the facets are updated to show the dis-
tribution of values with that selection. Further analysis can
be done with the various visualizations of the facet results.
New visualizations, e.g. locations of the POW camps on a

map, can be added rather easily to the application, and the
existing ones extended as needed.

4 Implementation
The Prisoners perspective is an AngularJS9 web applica-
tion, which consists of several modules. The facet func-
tionality is implemented using SPARQL Faceter10 (Koho
et al., 2016), a module that provides

� a set of directives that work as configurable facets,

� a service that synchronizes the facet selections,

� a service for updating the URL parameters based on
facet selections, and retrieving the facet values from
URL parameters,

� a service for retrieving SPARQL results based on the
facet selections, using a configurable query template.

For querying the SPARQL endpoint, mapping the SPARQL
results into JavaScript objects and paging the results, we
have developed another general module11 that is being used
across the WarSampo semantic portal.
In addition to the default paginated table result view, pow-
ered by the ngTable12 directive, we have implemented sev-
eral reusable visualization directives for displaying the re-
sults on modern or historical maps or as statistical distribu-
tions. For the Prisoners perspective, a new sankey visual-
ization directive was built using Google Charts.13

The Persons perspective is part of the WarSampo portal An-
gularJS core infrastructure 14. It was extended to fetch data
to the person’s homepage from the prisoner records, along
with the source reifications. The page was redesigned and
restructured to be able to integrate the data from the pris-
oner records, and to show the prisoner record data along
with the information from a person instance and a death
record, of which the latter may or may not be present.
Showing and numbering the information sources was also
a new addition.

5 Discussion
This paper presented first results of publishing the prison-
ers of war dataset as part of WarSampo. The POW data
contains sensitive information about the individual citizens,
some of whom are still alive. The publication of the data
has been delayed due to the evaluation as to what infor-
mation can be legally published about the individuals, and
what needs to be hidden. The dataset and new portal is ex-
pected to be finally published in November 2019.
The combination of faceted search and various result visu-
alization components forms the base of the user interface

9https://angularjs.org/
10https://github.com/SemanticComputing/

angular-semantic-faceted-search
11https://github.com/SemanticComputing/

angular-paging-sparql-service
12https://github.com/esvit/ng-table
13https://github.com/angular-google-chart/

angular-google-chart
14https://github.com/SemanticComputing/

warsampo-angular-app



Figure 2: Prisoners perspective: facet selection results shown as a table view.

of the Prisoners perspective. This design has proved to be
broadly applicable to many kinds of datasets. By browsing
through the facets, the user can quickly see what kind of
values have been used for different properties. This often
reveals inconsistencies and spelling errors, if the property
values have not been systemically entered or harmonized,
or they are completely missing for a large number of re-
sources. For estimating the completeness and the reliability
of the dataset, looking at the actual property values is often
more important than focusing on data modeling details.

Maintaining interlinked datasets and domain ontologies
present new challenges (Auer et al., 2012; Maedche et al.,
2003), as changes is one part need to be accounted for in
other interlinked parts. The Linked Data environment is
not yet mature enough to have easy-to-use tools for non-
technical people to use for editing and maintaining inter-
linked data. Hence, the POW data is still maintained using
the spreadsheet with agreed upon formatting and structur-

ing, which can then be re-integrated easily into WarSampo.
The Linked Data approach requires tighter co-operation
with the domain experts and data publishers, especially in
the creation phase of historical information (Boonstra et al.,
2004), than more traditional data publishing ways. How-
ever, it is possible using Linked Data to create an under-
standing about the whole of the war, by combining infor-
mation from several datasets together, which would not be
easy by studying the individual datasets directly.
The historical occupations in the WarSampo datasets have
recently been harmonized into a manually curated SKOS-
based 15 ontology AMMO (Koho et al., 2019), to which the
prisoner records are linked. The ontology combines syn-
onymous occupational labels into harmonized occupation
resources, and provides structures of social stratification
and occupational groups. It will enable studying the pris-
oner records using new facets in the future, such as social

15https://www.w3.org/TR/skos-primer/



Figure 3: Prisoners perspective: age distribution of the soldiers with the military rank private.

Figure 4: Prisoners perspective: statistics view

class and field of work, and facilitate the use of the dataset
to answer new kinds of research questions of collaborating
historians.

Integration of videos and other documents relating to the
prisoners of war, will be implemented later, and will consist
of expressing the document metadata in terms of CIDOC
CRM, and linking the prisoners to the related document re-

sources, which in turn contain URL links to the document
files.

Integrating data into a Linked Data infrastructure is more
laborious than simpler ways of publishing the data as an
independent data object, which does not communicate with
other datasets. However, the result of the integration is an
interlinked knowledge base, where the interlinked graphs



enrich each other, creating a whole that is greater than the
sum of its parts (Hyvönen, 2012).
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SPARQL Faceter—Client-side Faceted Search
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Abstract. The faceted search paradigm is widely used in web applica-
tions, and there are various tools available for implementing it on the
server side. In contrast, this paper presents an HTML based compo-
nent tool on the client side that can be plugged on virtually any public
SPARQL endpoint on the web, using only SPARQL API for data re-
trieval. To test and demonstrate the idea and the tool, application of the
tool in a large in-use semantic portal is presented.

1 Introduction

Faceted search [2, 12], known also as view-based search [9] and dynamic hierar-
chies [10], is based on indexing data items along orthogonal category hierarchies,
i.e., facets (e.g., places, times, document types etc.). In searching, the user selects
in free order categories on facets, and the data items included in the selected
categories are considered search results. After each selection, a count is com-
puted for each category showing the number of results, if the user next makes
that selection. In this way, search is guided by avoiding annoying ”no hits” re-
sults. The idea of faceted search is especially useful on the Semantic Web where
hierarhical ontologies used for data annotation provide a natural basis for facets,
and reasoning can be used for mapping heterogeneous data to facets [4].

Faceted search can be implemented with popular server-side solutions, such
as Solr1, Sphinx2, and ElasticSearch3. However there is a lack of light-weight
client-side faceted search tools or components that search data directly from a
SPARQL endpoint. Such a tool would be very useful, because it could be used
on virtually any open SPARQL endpoint on the web without any need for server
side programming and access rights. This paper presents a web component for
implementing faceted search applications in a browser, based only on a standard
SPARQL API.

1 http://lucene.apache.org/solr/
2 http://sphinxsearch.com/blog/2013/06/21/faceted-search-with-sphinx/
3 https://www.elastic.co/



2 The Tool: SPARQL Faceter

Design Requirements The requirements for our tool, SPARQL Faceter, are
based on our earlier experience on tediously implementing server side faceted
search over and over again in different applications, as well as on the generic
requirements of the search paradigm [12, 3]: there is a need for a lightweight
browser-based faceted search engine tool that is easy to use and adapt for differ-
ent RDF datasets published in SPARQL data services on the web. A particular
demand of our own Linked Data Finland data service4 [5] is to support external
users of the data in application development, and here the notion of the Rich
Internet Application, where the data service is completely detached using stan-
dard SPARQL API was deemed very useful. The tool should therefore fulfill the
following requirements:

1. Data read from a SPARQL endpoint. It is a common practice to pub-
lish RDF datasets as SPARQL services, and build applications that use the
SPARQL endpoint to query for information. The data can reside anywhere
on the web and be managed by anybody on the server side. No extra effort
is required for managing the data from the application developer side.

2. Easily adaptable to different datasets. Different datasets have different
data models and the application should be easy to configure for these.

3. Easy integration to web pages. A developer should be able to integrate
a faceted search on some web page and modify the appearance of the faceted
search freely.

4. Fluent user experience. When a user makes selections of the facets, the
application should show results in a reasonable time. The UI should be easy
to use and should support the exploratory analysis of datasets.

5. Support for hierarchical facets. The tool should be able to handle hierar-
chical concepts in the facets, displaying the hierarchy in the facet selections.
When a user selects a category upper in a hierarchy, the results should in-
clude all results for its’ sub categories.

6. Easy to maintain. The tool is planned to be actively used, and thus should
be easy to maintain and develop further.

In short, the goal was to create a tool that would be easy to use out-of-
the-box, and require minimal configuration, yet provide enough configuration
options to be useful in different contexts.

Design AngularJS5 was chosen as the implementation framework for our tool.
SPARQL Faceter is developed as open source with source code available on
GitHub.

SPARQL Faceter consists of two distinct components. One is the main Se-
mantic Faceted Search component6, which contains the basic functionalities of

4 http://ldf.fi
5 https://angularjs.org/
6 https://github.com/SemanticComputing/angular-semantic-faceted-search



the tool, and is dependent on the second component: an AngularJS service for
querying SPARQL endpoints with paging and object mapping7.

The Semantic Faceted Search component is comprised of different services,
and most importantly, the facet selector directive. This directive is the main
component of the tool, and provides the user interface for using the faceted
search.

The facet selector directive is independent of any results the facet selections
might imply: it’s role is to keep track of what values are selected in what facets,
and to display available selections to the user including the number of results
each selection implies. The tool communicates the facet selections to whatever
application is using it by calling a callback function whenever the selections
change. Thus, SPARQL Faceter places no restrictions on what can be done with
the user’s selections. The tool does, however, provide services for integrating the
facet selections to SPARQL queries, handling SPARQL results, and updating
the URL based on current selections.

The Semantic Faceted Search component works by building a single SPARQL
query for the facets it controls, and updating the query each time the user
makes a selection. This has the advantage of keeping the states of the facets
synchronized at all times. The downside is that with very many facets querying
can become slow, and the user experience may suffer as the facets are unusable
while their states are being queried. In order to make it feasible to have many
facets available, facets can be enabled and disabled: only enabled facets are
included in the query. Whether or not a facet is initially enabled is configurable.
The tool shows a spinner on the components when querying for data, to convey
to the user that the information in the elements is being updated.

For enabled facets, the tool shows all possible values for the facets’ property,
and the amount of instances that the selection results in. The amount of results
is calculated based on all the current selections in all of the facets. Values that
would lead to no results are omitted. In addition to the list of possible values,
there is also a text input for searching the facet values.

The tool also supports hierarchical facets, in which selecting a category upper
in the hierarchy also shows results for all the categories that are below it in
the hierarchy. The hierarchy specification is not limited to using a predefined
property or vocabulary, but is based on configuring a property path that captures
the hierarchy, and giving the top categories explicitly. The facet element displays
a two-level hierarchy of the categories. For categories below the current category
level, the hierarchy is flattened and all the sub categories are listed below the
upper category. The category level is initially on the topmost categories, and
selecting a value changes category level to the level of the selected value.

The proposed way to use the facet selections, as returned by the tool, is to
build another SPARQL query for retrieving the results according to the user’s
selections. By using the tool’s services, the results can then be mapped into
JavaScript objects with pagination and client-side caching of the received results.

7 https://github.com/SemanticComputing/angular-paging-sparql-service



Installation and Configuration At its simplest, the only configuration op-
tions needed by SPARQL Faceter are the URL of a SPARQL endpoint, a callback
function to be called with the facet selections when they change, the RDF class
URI of the resources which are the target of the search, and the facet configu-
rations. A basic facet can be configured with just the URI of the property and
a name for the facet to be displayed to the user. The callback function defines
what happens when the facet selections are updated, which typically is to update
a results display according to user selections.

Other types of facets require some additional configuration options, but the
amount of configuration needed for any facet type has been kept to a minimum.
The other facet types include a keyword search facet, a time-span facet, and a
hierarchical facet. More details about the configuration is given in the repository
of the Semantic Faceted Search component.

As for the results, the user of the tool is expected to build a query for retriev-
ing results based on the facet selections. This makes the tool extremely flexible
to different data models, but requires that the user of the tool is familiar with
SPARQL syntax.

3 Applications

We tested and evaluated SPARQL Faceter on the WarSampo portal [6]. The
portal8 consists of different application perspectives built on top of interlinked
Finnish Second World War data published on a SPARQL endpoint. The SPARQL
endpoint is provided by an Apache Fuseki Server9. The applications are tested
to work with all major browsers (Chrome, Firefox and Internet Explorer).

Use case 1: Death Records Perspective The WarSampo death records per-
spective10 uses the application to provide an interface for searching and exploring
the death records of Finnish WW2 casualties [7]. The dataset consists of about
95,000 death records, and almost 2.4 million RDF triples.

Fig. 1 shows a screenshot of the faceted search of death records using SPARQL
Faceter. The application interface contains 12 facets and a table-like view of the
results. The facets include a keyword search facet for the persons’ names, a time-
span facet for the time of death and a hierarchical military rank facet, and 9
basic facets of the annotated properties of the death records. The source code
of the application is available online11.

A dataset this large provides a benchmark for the performance of the SPARQL
Faceter, as SPARQL queries and also data handling on the client-side could take
long enough to deteriorate the user experience. Quite much effort had to be put
on optimizing the SPARQL queries for speed, while also making sure that no

8 http://www.sotasampo.fi/
9 https://jena.apache.org/documentation/fuseki2/

10 http://www.sotasampo.fi/en/casualties/
11 https://github.com/SemanticComputing/WarSampo-death-records



Fig. 1. The faceted search interface of death records [7] with a selected value in one
facet.

unnecessary processing of the results happens on the client-side. Normally when
searching and browsing the dataset, results are displayed in a few seconds after
the user makes a selection. With some selections that result in a large result set,
and if additionally many facets are enabled, the user may have to wait more
than ten seconds to see the results and updated facets. Most of the time goes to
waiting for results from the SPARQL endpoint.

Use case 2: Photographs Perspective The WarSampo photographs per-
spective12 uses the application to create a faceted search interface for wartime
photographs. The dataset consists of about 159,000 photographs and a total of
about 1.6 million triples. The interface contains only 5 facets, which ensures fast
response times. The facets include a time-span facet for the date the photograph
was taken, a keyword search for descriptions, and basic facets for related people
and places. Fig. 2 shows a screenshot of the photograph perspective.

The perspective uses “infinite scrolling” to display the photographs: more
results are retrieved as the user scrolls down for more photographs. Clicking
on a photograph shows the user more information about the photograph, and
provides hyperlinks to other WarSampo perspectives via linked entities.

4 Discussion

In this paper we have presented the SPARQL Faceter for creating client-side
faceted search applications. The configuration of the facets has been kept as

12 http://www.sotasampo.fi/en/photographs/



Fig. 2. The faceted search interface of wartime photographs with a selected value in
one facet.

simple as possible. SPARQL Faceter handles querying the SPARQL endpoint
when needed, mapping the SPARQL results to JavaScript objects, and creating
and updating the facet elements. To make use of the facet selection values, the
developer using the tool has to retrieve results based on selected values, which
usually includes writing SPARQL queries.

Results Section 2 presented the design requirements for a Semantic Web tool
that provides client-side faceted search of RDF datasets published as SPARQL
services. Here is a detailed view of how the SPARQL Faceter manages to satisfy
these requirements:

1. Data read from a SPARQL endpoint. All data is retrieved via SPARQL,
from an endpoint defined by the user.

2. Easily adaptable to different datasets. Configuration of the tool is re-
quired for every dataset. The configuration required for setting up facets is
kept to a minimum.

3. Easy integration to web pages. A faceted search can be easily added
to a web page by using the developed AngularJS components. The facet
selections have a default look that can be customized using CSS.

4. Fluent user experience. For datasets that are distinctly smaller than
the ones used in the use cases, the tool is almost certainly fast enough for
good user experience. For the faceted search applications in the use cases,
some user selections can be slow, but common usage gives results based on



user selections in a few seconds. For larger datasets, the amount of facets
may have to be restricted, depending on the processing capabilities of the
SPARQL server.

5. Support for hierarchical facets. Two-level hierarchical facets are sup-
ported by the tool, and demonstrated in the first use case. The dataset can
contain more than two levels, but the hierarchical facet flattens the hierarchy
to two levels for display in the select element.

6. Easy to maintain. The separation of concerns design principle is used in
development to simplify code structure and maintenance. Automated tests
are used to help maintain good code quality.

Our application is able to satisfy the given requirements, and thus provides
a usable tool for faceted search of RDF datasets.

Related Work Jassa [11] is a JavaScript suite for SPARQL access, which
among other things provides support for client-side faceted search. For creating
simple faceted search applications Jassa is, however, a much larger and more
complex solution than SPARQL Faceter.

Sparklis [1] is an application for exploring and querying data from a SPARQL
endpoint using a natural language interface13, which also implements a faceted
search. Sparklis focuses on data exploration and requires no prior knowledge of
the data model of the target endpoint, whereas SPARQL Faceter aims to support
development of applications tailored for a specific dataset.

Oren et al. [8] have developed a prototype for faceted navigation of arbitrary
RDF data with automatic facet selection, as a server-side solution.

Future Work Plans for future development include:

1. Semi-automatic adaptation to new datasets. The tool could create a
basic configuration for a new SPARQL endpoint, possibly based on only a
class selection by the user.

2. Customizing facet appearance. To support customizing the appearance
of the facets further , we are planning a configuration option for the user to
define their own template for the facets.

Acknowledgements Kasper Apajalahti and Jouni Tuominen contributed to an
earlier version of our tool. This work was supported by the Linked Open Data
Science project14 funded by the Ministry of Education and Culture in Finland.
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Abstract. War history of the Second World War (WW2), humankind’s
largest disaster, is of great interest to both laymen and researchers. Most
of us have ancestors and relatives who participated in the war, and in
the worst case got killed. Researchers are eager to find out what actually
happened then, and even more importantly why, so that future wars
could perhaps be prevented. The darkest data of war history are casualty
records—from such data we could perhaps learn most about the war.
This paper presents a model and system for representing death records as
linked data, so that 1) citizens could find out more easily what happened
to their relatives during WW2 and 2) digital humanities (DH) researchers
could (re)use the data easily for research.

1 Introduction

Lots of information about the WW2 is available on the web1. However, this
information is typically meant for human consumption only. The underlying data
is not available in machine-readable, i.e., “semantic” form for Digital Humanities
research and use [5,3] and for end-user applications to utilize. By making war
data more accessible our understanding of the reality of the war improves, which
not only advances understanding of the past but also hopefully promotes peace
in the future [8].

For the case of the First World War, the situation has started to change, with
several projects publishing linked data on the web, such as Europeana Collec-
tions 1914–19182, 1914–1918 Online3, WW1 Discovery4, Out of the Trenches5,
CENDARI6, Muninn7, and WW1LOD [12]. A few works have used the linked

1 http://ww2db.com, http://www.world-war-2.info,differentWikipedias,etc.
2 http://www.europeana-collections-1914-1918.eu
3 http://www.1914-1918-online.net
4 http://ww1.discovery.ac.uk
5 http://www.canadiana.ca/en/pcdhn-lod/
6 http://www.cendari.eu/research/first-world-war-studies/
7 http://blog.muninn-project.org



data approach to WW2 data as well, such as [2,1], the Open Memory Project8,
and WarSampo [8].

This paper discusses the publication and use of casualty (death) records as
linked data, as one part of the larger WarSampo system. Here, a dataset of
some 95,000 deaths in military action in the Finnish army is concerned. We
first present the data, its modeling, the Linked Open Data (LOD) service, and
interlinking the data with other WarSampo datasets. After this, two use case
applications are presented: 1) analyzing the data for digital humanities research
and 2) reassembling the biographical war history of individual soldiers and mil-
itary units. The latter use case serves, e.g., laymen in trying to figure out what
happened to their relatives in WW2. The WarSampo system9 was published on
Nov 27, 2015 and has had tens of thousands of end users indicating a large public
interest in such applications.

2 Dataset, Data Model, and Data Service

Information about all known Finnish casualties of WW2 has been gathered in
a relational database at the National Archives. This database contains 94,696
records of people that fought on the Finnish side, and died in 1939–1945 in the
Winter War, the Continuation War, or in the Lapland War, or died of injuries
obtained in those wars.

For use in the WarSampo project, the casualty database was first converted
to CSV format, which was then converted to RDF format. Because the objective
was to develop interactive applications directly on top of the large RDF dataset,
it was important to keep the amount of RDF triples as low as possible without
losing information and still linking the death records to ontological concepts.
Thus, a simple data model was created for representing the data as linked data.

The data model is based on the CIDOC Conceptual Reference Model (CRM)
vocabulary, which is designed for information exchange and integration of various
cultural heritage information [4]. Each death record is represented as an instance
of the Document class (crm:E31 Document) of CIDOC CRM.

A metadata schema was created that defines the properties used to describe
each casualty with the information from the original database. The schema con-
sists of OWL properties which have crm:E31 Document as the domain. A list
of the properties and their rdfs:range constraints are shown in Table 1. The
namespace prefixes used in this paper are:

: http://ldf.fi/schema/narc-menehtyneet1939-45/
crm: http://www.cidoc-crm.org/cidoc-crm/
skos: http://www.w3.org/2004/02/skos/core#
wat: http://ldf.fi/warsa/actors/actor types/

wrank: http://ldf.fi/warsa/actors/ranks/

8 http://www.bygle.net/wp-content/uploads/2015/04/Open-Memory-Project_

3-1.pdf
9 Including a semantic portal in use at http://sotasampo.fi and the underlying LOD

SPARQL service at http://www.ldf.fi/dataset/warsa/.



Table 1. Casualty metadata schema of all properties used for describing the death
records.

Property description Property name Range

mother tongue :aeidinkieli :Aeidinkieli

occupation :ammatti xsd:string

principal abode :asuinkunta

first names :etunimet xsd:string

date of becoming wounded :haavoittumisaika xsd:date

municipality of becoming wounded :haavoittumiskunta

place of becoming wounded :haavoittumispaikka xsd:string

burial place :hautapaikka xsd:string

burial graveyard :hautausmaa :Hautausmaa

military unit :joukko osasto xsd:string

military unit code :joukko osastokoodi xsd:string

known military unit :osasto wat:MilitaryUnit

citizenship :kansalaisuus :Kansalaisuus

nationality at time of death :kansallisuus :Kansallisuus

date of becoming missing :katoamisaika xsd:date

municipality of becoming missing :katoamiskunta

place of becoming missing :katoamispaikka xsd:string

place of domicile :kotikunta

date of death :kuolinaika xsd:date

municipality of death :kuolinkunta

place of death :kuolinpaikka xsd:string

number of children :lasten lukumaeaerae xsd:integer

perishing class :menehtymisluokka :Menehtymisluokka

marital status :siviilisaeaety :Siviilisaeaety

military rank :sotilasarvo wrank:Rank

last name :sukunimi xsd:string

gender :sukupuoli :Sukupuoli

municipality of birth :synnyinkunta

date of birth :syntymaeaika xsd:date

full name skos:prefLabel rdfs:Literal

WarSampo person instance crm:P70 documents crm:E21 Person

The default namespace corresponds to the casualty schema namespace. RDF
Schema (RDFS), Web Ontology Language (OWL) and XML Schema namespaces
are omitted.

In Table 1 there are a total of 31 properties that are used for describing the
casualties. The properties are used only when there is a value for the property.
Municipalities are currently linked to three distinct datasets, which is why their
range is not defined. The place properties, which give a more specific place for
the described events, are literals representing the place names of the original



data. Original text representations of military units are also preserved and a
new property :osasto is added for linking to WarSampo military units.

The Simple Knowledge Organization System (SKOS)10 was used to define
vocabularies to present the information found in the original database in RDF.
The created SKOS vocabularies for describing the death records in the casualty
dataset are listed in table 2.

Table 2. SKOS vocabularies for describing the death records.

Vocabulary Number of concepts

citizenships 10

genders 3

graveyards 802

marital statuses 5

mother tongues 11

municipalities 632

nationalities 11

perishing classes 7

A graveyard vocabulary was created to describe graveyards around Finland,
and is also linked to ontologies of Finnish municipalities. These municipalities
include current municipalities as well as historical municipalities, as some grave-
yards are located outside current Finnish borders, and often only the historical
municipality of the graveyard is known.

The dataset is published on the Linked Data Finland (LDF) [7] platform,
where it is openly available11 for use via a SPARQL endpoint, with the Creative
Commons Attribution 4.0 license12. The SPARQL endpoint13 serves all War-
Sampo data, and has distinct graphs for each separate dataset and a default
graph which contains all data. A Fuseki14 SPARQL Server is used for storing
and serving the linked data. The used URIs are dereferenceable and provide
information about resources for both human and machine users.

3 Interlinking with WarSampo datasets

The RDF dataset has been enriched by linking it to other parts of WarSampo like
military ranks, military units, information about people found in other sources,
and municipalities of wartime Finland.

A figure displaying the external linking of the death records is shown in Fig. 1.
Each casualty is linked to other related WarSampo datasets and to a common

10 https://www.w3.org/2009/08/skos-reference/skos.html
11 http://www.ldf.fi/dataset/narc-menehtyneet1939-45
12 https://creativecommons.org/licenses/by/4.0/
13 http://ldf.fi/warsa/sparql
14 http://jena.apache.org/documentation/serving_data/



Fig. 1. External links from the death records, which are instances of crm:E31 Document.
The properties are explained in Table 1. All WarSampo classes are aligned with the
CIDOC CRM framework using rdfs:subClassOf relations.

WarSampo military rank ontology. The annotated military rank represents the
rank of a person at the time of death.

Each death record is linked to a person instance (crm:E21 Person) of the
WarSampo persons dataset via crm:P70 documents. So in our model, the death
records are documents about the actual person. New information about people
from other sources is not added directly to the casualty dataset, but to the
WarSampo persons dataset, in order to maintain the integrity of the casualty
dataset as a whole.

There are 3 municipality datasets, which include a dataset of contemporary
Finnish municipalities, part of the Finnish Geographic Names Registry15, and
two datasets that complement each other and consist of historical Finnish mu-
nicipalities. These are the historical wartime municipalities registry [6] of War-
Sampo, and a municipality ontology based on the casualty dataset. The place
properties are currently not linked to places available [6] in the Karelian map
names in Finland and Russia, and the Finnish Geographic Names Registry. This
is because finding the places to link automatically would result in a low precision
due to the abundance of distinct places with identical names.

The death records are programmatically linked with people found in other
WarSampo sources, which are gathered in the WarSampo persons dataset. The

15 http://www.ldf.fi/dataset/pnr



linking is implemented using the automatic annotation service ARPA [11], and
a fuzzy logic algorithm to calculate a score for the similarity of two people based
on each person’s name, birth date, death date, and military rank. Source code
for all automatic linking is available on GitHub16.

For each death record, the annotation service first generates a set of can-
didates with similar names. The candidates are then scored and if the score is
above a given threshold, the persons are expected to be the same and are linked.
Similarity score is given for string similarity for first names and last name, if
they are similar enough, to allow somewhat differing spellings of names. A score
is given for matches in military rank, birth date and death date, and subtracted
in case they are not matching. In scoring, any of the values are allowed to be
missing. In case of multiple matches for a death record, only the best match is
used.

A crm:P70 documents relation is then added to the death record that will
be linked, that points to the matching person. After this new person instances
are created to WarSampo persons dataset for each death record that were not
linked to an existing person.

We were able to automatically link 118 death records to people gathered
from other data sources in the WarSampo persons dataset. The amount is quite
low because the person information from other sources currently contains mostly
information about high ranking officers and people who survived the war. The
found person links have been manually validated and the discovered links seem
to be depicting the same people. Manual validation was also done to person pairs
that were close to the score threshold but not linked, and these seem to either not
depict the same persons or not have enough information to make an assumption
either way. However, as the scoring is manually adjusted to work well for the
current persons dataset, when new people from new sources are added to the
persons dataset, the scoring may need readjusting.

Military units of casualties are also programmatically linked to military units
described in the WarSampo army units dataset, which contains military unit in-
formation found in other sources. The linking is implemented using the ARPA
service and is based on unit abbreviations found in the casualty dataset, which
are matched against manually annotated unit abbreviations in the army units
dataset. As the exact abbreviation formats vary somewhat in different sources,
multiple different abbreviation formats are generated from the original one for
use in the automatic linking. Some 66,700 death records were linked to War-
Sampo military units, so this accounts for 70% of all the casualties. Currently,
military unit information in WarSampo is limited to units of the Winter War.
Therefore not all casualties are linked to the military units of WarSampo.

Municipalities in the data are linked automatically based on the labels of
the municipalities. As shown in Table 1, there are six properties that relate
to municipalities for each death record. The automatic linking leads to 98% of
all death records having at least one link to the known wartime municipalities,
which is the primary municipality dataset of WarSampo.

16 https://github.com/SemanticComputing/Casualty-linking



4 Use Case 1: Studying Death Records

This use case studies how the data could be used for prosopographical digital
humanities research. We present the casualties perspective of the WarSampo por-
tal, which is a tool for interactively analyzing the data in order to find patterns
in groups of individuals.

The dataset graph consists of almost 2.4 million RDF triples. Presenting the
data in an online service for users to search and browse is not straightforward
due to the large size of the dataset. Furthermore, there are lots of links to related
data in other WarSampo datasets (people, places, military units, etc.).

Faceted search provides effective support for interactive information-seeking
in information systems [13]. A faceted search application was developed for
searching and browsing the dataset. The application17 is part of the WarSampo
portal, and provides the casualties perspective as one of the portal’s different
perspectives. Faceted search is based on displaying categories for each facet, from
which the user can select one, which then narrow down the result set to include
only the results that match the user selections.

Fig. 2 shows a screenshot of the faceted search application in the casualties
perspective. The data is laid out in a table-like view. Facets are presented on
the left of the interface with string search support. The number of hits on each
facet is calculated dynamically and shown to the user, and selections leading to
an empty result set are hidden.

In Fig. 2, seven facets and the results are shown, where the user has selected
“widow” in the marital status facet, focusing the search down to 278 killed
widows that are presented in the table with links to further information.

The faceted search is used not only for searching but also as a flexible tool
for researching the underlying data. In Fig. 2, the hit counts immediately show
distributions of the killed widows along the facet categories. For example, the
facet “Number of children” shows that one of the deceased had 10 children and
most often (in 88 cases) widows had one child. If we next select the category
“one child” on its facet, we can see that two of the deceased are women and 86
are men in the gender facet.

The application is developed in JavaScript as a Rich Internet Application
(RIA) on the client side, using the open SPARQL endpoint to fetch data ac-
cording to user selections. The application is open source18, and is based on our
SPARQL Faceter tool [9], which is also open source19. When the user’s selections
of the facets change, an asynchronous SPARQL query is sent from the user’s web
browser to the SPARQL endpoint. The SPARQL endpoint returns results of the
query to the user’s browser, which does additional processing of the data before
displaying the new results to the user. The system works well even with the large
casualty dataset, because pagination is used to limit the amount of results that
are queried and displayed at a time.

17 http://www.sotasampo.fi/casualties/
18 https://github.com/SemanticComputing/WarSampo-death-records
19 https://github.com/SemanticComputing/angular-semantic-faceted-search



Fig. 2. The faceted search interface of death records with one selected facet. The left
side contains the facets, displaying available categories and the amount of death records
for each casualty. Death records matching the current facet selections are shown as a
table.

The faceted search application uses the AngularJS framework, and is based
on two distinct components that together provide the needed functionalities: the
main faceted search component, that handles the user interface, and a SPARQL
service that maps results to JavaScript objects.

The application builds a single SPARQL query that retrieves the facet cate-
gories and the amount of results for each of them. Another query is built for the
results display.

The shown facets are configured in the application and they directly use
the properties of each death record instance. The categories shown in facets are
values of properties of the death records, which may be resources selected from
the corresponding ontologies, such as places, or plain literals.

The interface contains 12 facets, of which nine are basic facets that display
the values of a property as categories. In addition to the basic facets, there are
three facets with different functionalities. The text search facet is used for find-
ing people directly by name: the user just enters a person’s name or a part of it
into the search box. The date of death facet has a date range selector to filter
the results. The military rank facet is a hierarchical facet, making use of the
hierarchical nature of the military ranks. The used military rank ontology con-
tains two hierarchies, one based on the actual rank, and one for grouping ranks
to, e.g., generals, officers, and enlisted ranks. Of these, the rank group hierar-
chy is used in the facet. Selecting a category upper in the hierarchy also shows
results for all the categories that are below it in the hierarchy. The hierarchy is
flattened to show only two distinct levels. The level of the current selection, or
initially the top level, is shown on an upper level and the values that are lower



in the hierarchy are displayed on a lower level below the corresponding upper
level categories.

Most of the facets are disabled by default, and the user has to click a plus
sign on the facet to activate it. Activating facets makes the interface respond
more slowly to user selections, as data for each activated facet has to be queried
from the SPARQL endpoint based on user selections to show the facet categories.
Normally when a user searches or browses the dataset, the facet categories and
the results display are updated within a few seconds after the user has made a
selection from one of the facets. With selections that have a large result set, and
if additionally many facets are enabled, the user may have to wait more than
ten seconds.

Another perspective of the WarSampo portal that makes use of the casu-
alty data is the event perspective. The perspective displays wartime events on
a timeline and map, as seen in Fig. 3. The casualty data is visualized by a heat
map layer on the map, showing an overview of where casualties occurred during
different time frames, and also which events happened nearby. The application
also displays statistics regarding the casualties during the selected time frame:
the total amount of casualties, and the amount per perishing class. People men-
tioned in the event descriptions are linked to the WarSampo persons dataset,
and through this link to the casualties dataset for people that have died in
the wars. The application provides hyperlinks to the linked entities shown in
their corresponding perspectives. These other perspectives include applications
for exploring places, photographs, military units, and magazine articles of the
WarSampo system.

Fig. 3. The WarSampo event perspective with casualties of an 8 day time period
visualized as a heat map on top of Google Maps, and casualty statistics in the bottom
right corner.



5 Use Case 2: Reassembling Soldier Biographies and
Military Unit Histories

This use case studies how we can reassemble soldier biographies and military
unit histories based on the information content available in the casualties dataset
and linked information in other WarSampo datasets. This use case serves citi-
zens and researchers who are interested in finding information about a person’s
involvement in the war.

Linking the death records to information about the same people in other
sources, events, military units, war diaries, photographs and wartime places
provides new information about their activities, involvements in war events,
whereabouts and movements during the war. By linking all these pieces of in-
formation together, we are able to construct partial biographies of individual
soldiers, and the movements and actions of their military units. This allows an
individual who is interested in investigating the biography of a relative who took
part in the war to look at where the person probably fought, with whom, and
when, and in what events his military unit participated. Also, the interlinked
dataset, together with applications to effectively use it, provides digital human-
ities researchers with new perspectives to study the casualties, that would not
be possible with a non-linked dataset.

Fig. 4 shows a histogram of the amount of casualties per day of a single
military unit, the Second Battalion of the 38th Infantry Regiment, and all of its
subunits, which consist of 4 companies. The battalion existed during the Winter
War, which was fought from 30 November 1939 to 13 March 1940. The time span
in the figure covers the time from first casualty to the last, with the exception of
one death that occurred much later in 1940, supposedly due to injuries obtained
in the war.

Demonstrating the value of linking additional data to the death records,
we have information of 19 events that are linked to the military unit and its
subdivisions. They seem to explain quite well the casualties during the Winter
War, as high peaks in casualties mostly occur when the unit is engaged in an

Fig. 4. A histogram visualization which shows casualties of the the Second Battalion
of the 38th Infantry Regiment during the Winter War.



assault. However, the second highest peak occurs during a long defensive battle
just before the end of the Winter War.

Events of the whole 38th Infantry Regiment during the Winter War are quite
well covered in WarSampo. The regiment’s second battalion and its subdivisions
are known to have participated in the following events:

1. Defensive battle at Lavajärvi, 1939-12-06 – 1939-12-08
2. Battle at Lavajärvi, 1939-12-07 – 1939-12-08
3. Stalling battle at Lavajärvi-Lemetti, 1939-12-08 – 1939-12-10
4. Assault on Karjamökki, 1939-12-14 – 1939-12-14
5. Defense of Syskyjärvi sector, 1939-12-15 – 1939-12-28
6. Assault on Ruhtinaanmäki, 1939-12-29 – 1940-01-03
7. Assault on western Lemetti, 1940-01-06 – 1940-01-07
8. Assault battles at Repomäki, 1940-01-08 – 1940-01-12
9. Assault on Ruunaviita, 1940-01-13 – 1940-01-15

10. Battle at Koivuselkä, 1940-01-17 – 1940-02-06
11. Assault on Kehnovaara, 1940-01-18 – 1940-01-18
12. Assault on hill 63 and its defense, 1940-01-21 – 1940-01-24
13. Occupation of Pukitsanmäki and its defense, 1940-01-23 – 1940-01-26
14. Assault on Pujaski-Borisoff, 1940-01-25 – 1940-01-25
15. Destruction of Soviet elite ski unit at south of western Lemetti,

1940-02-06 – 1940-02-06
16. Capturing an encirclement northeast of Nietjärvi and destruction of a Soviet

elite ski battalion, 1940-02-07 – 1940-02-09
17. Capturing 3 encirclements at Konnunkylä (Pujaski, Ahola and between rail-

road and road), 1940-02-18 – 1940-02-19
18. Capturing an encirclement south of point 26 (about 200 metres east of

Koivusilta), 1940-02-21 – 1940-02-21
19. Defensive battle south of Nietjärvi, 1940-02-24 – 1940-03-11

The histogram is created by reading data directly from the WarSampo SPARQL
endpoint and visualizing it with YASGUI20 online SPARQL tool. The SPARQL
query for retrieving the casualties for this military unit and its subdivisions is
the following:

PREFIX atypes: <http://ldf.fi/warsa/actors/actor_types/>
PREFIX crm: <http://www.cidoc-crm.org/cidoc-crm/>
PREFIX casualties: <http://ldf.fi/schema/narc-menehtyneet1939-45/>
PREFIX xsd: <http://www.w3.org/2001/XMLSchema#>

SELECT ?date (count(?cas) as ?casualties)
WHERE {

{ SELECT ?subunit
WHERE {

VALUES ?unit { <http://ldf.fi/warsa/actors/actor_972> } .
?unit (^crm:P144_joined_with/crm:P143_joined)+ ?subunit .
?subunit a atypes:MilitaryUnit .

}
} UNION {
VALUES ?subunit { <http://ldf.fi/warsa/actors/actor_972> } .

20 http://yasgui.org



}
?cas casualties:osasto ?subunit .
?cas casualties:kuolinaika ?date .
FILTER(?date < "1940-06-01"^^xsd:date)

} GROUP BY ?date ORDER BY ?date

All of the information about the Second Battalion of the 38th Infantry Regi-
ment in WarSampo are available through the units perspective of WarSampo21.
The units perspective visualizes the troop actions both on a map and a timeline,
and shows the casualties of the unit as a heat map in the same fashion as in the
event perspective. A screenshot of the perspective is shown in Fig. 5.

For even deeper understanding of the history, links to digitized images of
the war diaries of the army units are provided, containing rich primary source
descriptions of the events. By following the municipality links to the places
perspective of WarSampo one can, e.g., study what kind of war events took
place in the person’s birth place, see photographs taken at specific locations the
troops were located in, or read magazine articles depicting wartime events that
took place in some specific place.

Fig. 5. WarSampo military units perspective displaying information about the Second
Battalion of the 38th Infantry Regiment.

Fig. 6 depicts an integrated view of information related to a casualty in the
person perspective of the WarSampo portal. On the left side is a search interface
for finding people by name, and on the right is information about the currently
selected person. Basic information about a person (e.g., name, birth and death
dates and places, occupation, marital status, military rank with promotion dates
if available) is displayed on the top. After that, thumbnails of the linked pho-
tographs involving the person are shown. By clicking the thumbnails the user
can explore the higher resolution versions of the photographs and their captions.
Below the photographs are war time events of the person, his military units,
military ranks, municipalities where he is known to have been and a link to a
Wikipedia page about this person.

21 http://www.sotasampo.fi/en/units/?uri=http://ldf.fi/warsa/actors/actor_

972



For some people, there is also a biography text from the National Biogra-
phy of Finland shown on the page, and possibly further information like linked
magazine articles.

In order to get further context for the person examined, the user can browse
the army units the person belonged to during the war, and places related to his
life events (e.g., birth and death municipalities on historical and contemporary
maps). This way the user is able to track the person’s participation in the war by
investigating the movements of his army units and the durations of the battles
the units fought.

Fig. 6. A screenshot of the person perspective of the WarSampo portal depicting linked
information related to a casualty.

6 Discussion

War history data is usually scattered in many isolated silos and may exist in
totally different formats, e.g., books, paper archives, and databases. In this paper
we have examined the benefits and challenges of linking casualty records of war
to multiple related datasets, and publishing them as linked data for DH research
and applications to use. Two use cases were studied related to supporting DH
research and services for the public.

In the future, linking with other WarSampo data will be developed further
as new datasets are added to the system. We plan to develop tools for statistical
analysis of the data, and collaborate with humanities researchers in studying



how linked data and our tooling can help to solve their research problems. A
hierarchical occupation ontology is planned to be used and linked to the death
records to provide insight into the social status of each casualty. Whether we
could take advantage of existing occupation taxonomies, such as the Histori-
cal International Standard Classification of Occupations (HISCO) [10], will be
explored.

It would be beneficial for research purposes to develop the casualties per-
spective to allow exporting the data based on facet selections, for use with other
applications and visualization tools.
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Abstract. One of the great promises of Linked Data is to provide a
shared data infrastructure into which new data can be imported and
aligned with, forming a sustainable, ever growing Linked Data Cloud
(LDC). This paper studies and evaluates this idea in the context of the
WarSampo LDC that provides a data infrastructure for Second World
War related ontologies and data in Finland, including several mutually
linked graphs, totaling ca 12 million triples. Two data integration case
studies are presented, in which the original WarSampo LDC and the re-
lated semantic portal were first extended by a dataset of hundreds of war
cemeteries and thousands of photographs of them, and then by another
dataset of over 4450 Finnish prisoners of war. As a conclusion, lessons
learned are explicated, based on hands-on experience in maintaining the
WarSampo LDC in a production environment.

1 Introduction

This paper studies the fundamental process of building the Web of Data [6] by
incrementally aggregating and aligning new datasets into a Linked Data Cloud
(LDC). The focus is in particular on publishing and using Cultural Heritage
Linked Data on the Semantic Web [8].

We first overview previous research related to the problem of maintaining
ontologies and linked data. Based on this, a typology of change propagation
in interlinked Resource Description Network (RDF)3 graphs is presented. Two
practical case studies are discussed where a new dataset is integrated into the
WarSampo LDC [9], which contains a dynamic ontology infrastructure and a
collection of Linked Open Data about Finland in the Second World War (WW2).
In both cases, change propagation scenarios are discussed, with lessons learned
explicated. As a conclusion, guidelines for integrating a new dataset into an LDC
are outlined.

The main contribution of this paper is to address the linked dataset mainte-
nance problem on an LDC level. The paper contributes also by explaining how
the new datasets can be shown to the end user as new application perspectives

3 https://www.w3.org/RDF/



and through enriching other existing application perspectives with additional
data.

WW2 data is of great interest not only to historians, but to potentially hun-
dreds of millions of citizens globally whose relatives participated in the war,
creating a global shared trauma. However, data about the WW2 is scattered in
various organizations and countries, written in multiple languages, and repre-
sented in heterogeneous formats. WarSampo [9] provides a novel infrastructure
for publishing WW2 data as LOD. The infrastructure supports integrating new
datasets into WarSampo, by extending both the DOs and the MDSs. Published
in 2015, WarSampo is to our best knowledge the first large scale system for serv-
ing and publishing WW2 LOD on the Web. WarSampo is a part of the global
LOD cloud4, and was awarded with the LODLAM Challenge Open Data Prize
in 2017.

The data is served on an open data service5, which enables anyone to build
applications that use the data via standard APIs. The WarSampo semantic
portal uses the data service to provide different perspectives to the WW2 LOD
as customized web applications. New perspectives can be added in a flexible way
to provide views to new data, or to answer new research questions with existing
data.

The War Cemetery perspective is an in-use application on the Semantic Web:
it was published in November 2017 and got 57 000 users in one week after that.
The Prisoners of War perspective will be published later in 2018. In total, the
WarSampo data service was used by 130 000 different users through the War-
Sampo semantic portal6 in 2017.

2 Related Work

The problem of maintaining ontologies and linked data have been studied ex-
tensively, but mostly from a point of view of editing and managing evolving
ontologies and data, not on an LDC level as in this paper. Early works on this
line of research include, e.g., [11,15]. In [20,3], the problem of managing a set of
interlinked hierarchical RDFS thesauri is discussed. Ontology evolution, and the
propagation of changes caused by it, has been discussed in [23] and [25].

Umbrich et al. [24] have surveyed solutions to detect, propagate and de-
scribe changes in Linked Open Data resources and datasets. Requirements and
approaches are studied for different use cases, e.g. link maintenance and vocabu-
lary evolution. These linked data dynamics are explored also in [2,16]. Handling
broken links in Linked Data is discussed in [22].

In addition to the global LOD cloud, other LDCs, like the Lexvo [17] and
the MIDI LDC [18] have been previously studied.

A framework for integrating heterogeneous OpenCourseWare data reposito-
ries into a Linked Data publication is presented in [21]. A framework and tool for

4 http://linkeddata.org
5 http://www.ldf.fi/dataset/warsa
6 https://sotasampo.fi/en/



data fusion, conflict resolution, and quality assessment of Linked Data graphs
is presented in [19]. Knoblock et al. [12] presented lessons learned in integrating
heterogeneous data from 14 museums into a Linked Data publication, harmo-
nizing data with CIDOC CRM7.

An overview of the WarSampo data service and semantic portal has been
presented in [9]. A core dataset of WarSampo, the casualties of war, and its
application in digital humanities research is presented in [14]. Using the war
cemetery data in prosopographical research is discussed in [10]. Overview of the
Prisoners of War case study with preliminary results have been published [13],
with a comparison of different online publishing approaches. Named entity link-
ing in WarSampo was studied in [7]. This paper provides a new view to this line
of research from an LDC management point of view.

3 Anatomy and Maintenance of Linked Data Clouds

An LDC consists of a set of graphs. Data is interlinked across graphs by map-
pings and direct references to URIs in other graphs. We differentiate the graphs
into two major categories based on their usage: metadatasets (MDS) and do-
main ontologies (DO). MDSs describe objects or other things in an application
domain in terms of a metadata schema [4], such as Dublin Core or CIDOC
CRM. Collection metadata in libraries, museums, and archives, or their harmo-
nized aggregated versions are typical examples of MDSs. DOs define the basic
concepts used in populating the MDSs and are shared by them. DOs include,
e.g., ontologies for subject matter concepts (keyword thesauri), places, people,
times, and events. The generic, domain independent structure and semantics of
DOs and MDSs are defined by a set of shared domain independent vocabularies,
such as RDF(S), SKOS, and OWL. Data linking in an LDC is based on making
references to shared domain independent vocabularies, domain specific DOs, and
mappings.

We call a set of DOs used for populating a set of MDSs in an application
domain the ontology infrastructure. In many cases, DOs, MDSs, mappings, and
domain independent vocabularies are published as one homogeneous triple mass.
If there is no separation of DOs and MDSs into graphs, the distinction between
them can be vague. An example of this is DBpedia8, in which resources are
separated by namespaces, but this distinction is insufficient, since typically one
graph can use a variety of different namespaces. A key observation underlying
this paper is that from a data management point of view, DOs, MDSs, and
mappings are different from each other, and it makes sense to keep them separate
in order to support different kind of maintenance operations.

An important property of a graph is independence: we define a graph in-
dependent if it does not make a reference to (i.e. links to) resources in other
graphs. For example, SKOS keyword thesauri are often independent DOs mak-

7 http://cidoc-crm.org
8 http://dbpedia.org



ing only skos:broader/ narrower/related references to concepts within the
same concept scheme.

A Typology of Change Propagation A graph can change through changes
in its resources. The following three change types are the most fundamental: 1)
Addition. A new resource is added into the graph. 2) Modification. A resource is
modified in terms of its properties. 3) Removal. A resource is removed from the
graph. Based on the primitive changes, more complex changes can be modeled
as sequences of more primitive ones, such as moving a resource from a graph
into another. The primitive changes may occur in a DO or an MDS, and may
have an effect in related DOs or MDSs [23]. We have identified the following
four principal cases of change propagation needs between graph types. Here the
notation X → Y means that a change in a graph X creates a potential need
for a change in a graph Y that makes a reference to X.

1. DO→MDS. In all cases, linkage based on probabilistic entity linking, from
an MDS to the DO, needs to be revalidated. Addition: An addition in the
DO usually doesn’t create a need for change propagation to MDSs. However,
when a new DO resource is introduced in an MDS, the linkage from the
MDS to the DO is broken since the new resource is not there in the DO.
Modification: no additional effect. Removal: The MDSs can get corrupted
by having URI references to removed URIs. The affected MDSs need to be
fixed.

2. DO→DO. If the changed DO is independent, there are no change propaga-
tion needs. Otherwise change propagation is needed as in case DO→MDS.

3. MDS→DO. Addition: If DOs cover the values used by the MDS, there is
no effect. Otherwise the DOs may need to be updated accordingly. Mod-
ification: usually no effect. If a new value not in a DO would be needed
as a property value in the MDS, the DO may need to be updated accord-
ingly. Removal: no effect, unless a DO makes a reference to the MDS. This
may happen, e.g., when an event ontology makes a reference to an artifact
collection database.

4. MDS→MDS. Changes between MDSs are propagated as in MDS→DO.

Practical examples of the change propagation scenarios are presented in the
use cases in Sections 5 and 6.

4 Maintaining the WarSampo Linked Data Cloud

Creating the WarSampo ontology infrastructure has been a dynamic process,
involving several people working with up to seven datasets at the same time.
The metadatasets and domain ontologies have been constantly evolving, which
often causes existing entity matching to be invalidated.

Fig. 1 shows the main MDSs and DOs of WarSampo, after the data model
changes caused by the case studies presented in this paper. Each MDS and DO
shows the number of individual entities belonging to the corresponding class(es).
The arrows depict the direction of linkage, which is normally from the MDSs
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Fig. 1. The main metadatasets (yellow, rounded corners) and domain ontologies (green
rectangular boxes) of WarSampo.

towards the DOs that have been used in annotating the entities. There is also
linkage to the global LOD cloud.

The WarSampo LDC is centrally maintained, even if it is based on data
from distributed sources. This means that DOs can adapt to changes that are
needed when integrating new datasets into the LDC, and should do so to better
represent their domain. The ontology infrastructure is extended as needed.

Maintaining the WarSampo LDC is different from maintaining the global
LOD cloud, where owl:sameAs and related mappings between datasets are cre-
ated, but changes are seldom propagated across the datasets. This is not feasible
in our case, since a new piece of information in one graph of the service may
require changes in other graphs, too. For example, if a new place or a person is
introduced in a new or existing MDS, the Place DO or the Person DO has to be
extended before the new data can be aligned.

Integrating data into a dynamic LD environment is challenging. As a DO
becomes more complete, covering its domain more accurately, MDSs using that
DO may need to redo their entity linking process, to get more accurate linkage.
Failing to do so can cause structurally or semantically erroneous annotations [22]
to be used. WarSampo employs plenty of probabilistic entity linking, e.g., to the
Person, Place and Military Unit DOs, in which the DO is not expected to cover
all of the information about its domain. The usual case of change propagation
in the WarSampo context relates to the invalidation of the entity linking.

Because of the complex change propagations in the dynamic LDC, maintain-
ing the DOs and MDSs directly in RDF format is too laborious and error-prone
to implement in practice, especially in a way that a domain expert with little
Linked Data expertise could make changes. This is especially true in the case



of person instances as they are linked, directly or indirectly, to everything in
WarSampo. Modeling even just the basic information of a person entails, e.g.,
multiple events, such as birth, death, promotions, an so on. It was decided that
the domain experts directly maintain the datasets in their native formats (usu-
ally spreadsheet files), which can then be easily transformed and integrated into
WarSampo, as needed.

5 Case 1: War Cemeteries

In our first case study, a war cemetery dataset was produced and integrated
into the WarSampo LDC [10]. Since Finnish soldiers who perished in WW2 were
transported back to their hometown for burial whenever it was possible, the local
cemetery is a natural starting point for studying the common characteristics and
events of the residents of one’s hometown in the turmoil of the war.

Starting Point & Source Data A complete listing of war cemeteries in Fin-
land was not available, but the Casualties MDS, that was previously integrated
into WarSampo, includes the name of the cemetery and/or the municipality in
which the person is buried. However, the lack of uniform naming conventions
and missing coordinates of the cemeteries made it difficult to locate them and
to specify the people buried there.

In 2016–2017 the Memorial Foundation of the Fallen and the Central Or-
ganization of Finnish Camera Clubs (Suomen Kameraseurojen Liitto ry, SKsL)
carried out a project called “War Cemeteries in Finland”. Its goal was to locate,
photograph, and collect data about all known war cemeteries in Finland. In total
615 war cemeteries were found, accompanied by 2500 photographs.

Workflow A representative of the SKsL manually harmonized the data entry
sheets and filenames of the photographs sent by the camera clubs, and organized
them into one table. Finally the table was converted into WarSampo compatible
RDF by using a Python data processing pipeline9, which 1) handles the matching
of existing cemetery names found in the WarSampo death records to cemetery
names in the source table, 2) creates new URIs for cemeteries not found in
WarSampo, and 3) creates photograph and photography instances according to
the WarSampo data model. Whenever there is a need to update the cemetery
data, the source table can be edited and the data processing pipeline can be run
again to produce new RDF files for WarSampo.

To avoid errors in the data integration, the “War Cemeteries in Finland”
project was instructed to start with the same cemetery name listing that was
used when the death records were collected into a database. A challenge here was
that some of the cemeteries mentioned in the Casualties MDS were unambiguous.

The structure of the project’s output table was agreed on beforehand, so that
information about one individual cemetery was gathered in one row, with values
separated on columns, easing the RDF conversion process. The cemetery data
processing pipeline was run multiple times in order to enhance data quality, and

9 https://github.com/SemanticComputing/cemeteries-csv2rdf



a listing of spelling errors, missing photograph files, etc. was sent back to SKsL
for making manual corrections to their table.

The cemetery data was integrated into the Place DO, and the cemetery pho-
tograph data into the Photograph MDS. The photographs are generally linked
to the photography places via a photography event, which has created the photo-
graph. However, photographs of war cemeteries represent the cemeteries, which
are modeled as a subclass of the place class. Some military units and people are
mapped to entities in the global LOD Cloud, i.e., Wikidata and DBpedia.

Change Propagation With regard to maintenance, the basic data about
the cemeteries remains independent in the Place DO. If the cemeteries in Place
DO change, the linkage from the death records in the Casualties MDS need to
adjust for the change as according to the DO→MDS case in Section 3.

However, the information about the people buried in a cemetery is stored in
the Casualties MDS which makes references to the Place DO. Thus, the changes
in Casualties or Photograph MDS related to the cemeteries must be propagated
to the Place DO according to the MDS→DO case in Section 3.

Semantic Portal Changes The new War Cemeteries Perspective10 show-
cases how the integration of cemetery data enriches the existing WarSampo data
and vice versa. The perspective has been developed to gain new insights from the
casualties data based on the community-level aspect provided by the cemeteries.
This approach is useful, because there is not enough data about the casualties
to construct detailed life stories of individual soldiers as biographies, but the
amount of individuals is large enough to study the data as groups of people
using, for example, visualizations.

The user interface of the Cemetery perspective is presented in Fig. 2. The
user can browse all cemeteries, or search the cemeteries by name and narrow the
results by using the filters on the left. The results can be viewed as a table with
basic information about the cemeteries, or on a map which provides a global
view of the cemeteries.

A concrete example of the data integration results can be seen in Fig. 2, where
the ”Number of graves” column is based on the data of the “War Cemeteries in
Finland” project, whereas the ”Buried people” column shows the total number
of death records (collected in the 1980s) that make a reference to the cemetery.
The numbers are equal only with 27 % of the cemeteries although ideally they
should be equal with every cemetery. This gives valuable insight to the data
providers to set the records straight.

When the user clicks the name of a cemetery, an information page opens,
showing basic information, photographs, and various visualizations based on the
property values of the buried people.

10 https://www.sotasampo.fi/en/cemeteries/



Fig. 2. Cemetery search in the WarSampo cemetery perspective.

6 Case 2: Prisoners of War

Some 4450 Finnish soldiers were captured as prisoners of war (POW) in WW2
by the Soviet Union. This case study concerns integrating the POW data into
the WarSampo LDC.

Starting Point & Source Data The POW dataset was originally published
in a book [1]. Recently, the dataset has been extensively extended, cleaned, and
validated by domain experts. A collaboration was set up to publish the data
as part of the WarSampo, which was chosen as the primary data publication
platform by the stakeholders, which include the National Archives of Finland,
and the Association for Cherishing the Memory of the Dead of the War.

The core of the dataset is a register of the Finnish prisoners of war in WW2.
The register is formatted as a spreadsheet file, with additional spreadsheet files
presenting data about POW camps and hospitals, as well as the primary data
sources. The POW dataset contains sensitive information about the individual
soldiers, some of whom are still alive. There is an ongoing process to evaluate
what information can be published, by the legal experts at the National Archives
of Finland. The data will be published in the autumn 2018, at which point the
privacy issues should be resolved.

Workflow The data formatting evolved as a collaboration between the do-
main experts maintaining the original dataset, and the WarSampo team of
Linked Data experts. A data processing pipeline was created11, that handles
data transformation, validation, linking, and harmonization. The pipeline trans-
forms the spreadsheets into RDF, mapping the spreadsheet columns to RDF
properties, with possibly multiple values per property, and containing annota-
tions for primary information sources. Automatic linking processes then link the

11 https://github.com/SemanticComputing/WarPrisoners



records to WarSampo DOs of military ranks, units, occupations, people, and
places.

The prisoner records were modeled in a way similar to the previously pub-
lished Casualties MDS [14], and they share common super classes and properties.
However, the process workflow was different: the casualty data was received as
a static data dump, whereas the POW dataset was constantly evolving during
the project.

The original POW register is maintained in spreadsheet format, which can
be easily integrated into WarSampo with our automated transformation process
when the spreadsheet is updated, provided that the structure stays the same.

For most of the original data, the spreadsheet format is a natural way to
represent the information, with each row of the POW register expressing infor-
mation about one individual soldier, and each column representing a different
property of a soldier, like his name, occupation, and date of capture.

As the data comes from multiple sources that can have contradictory infor-
mation, there is a need to collect all different values for a single property, along
with references to the primary data sources. For this purpose, a special cell data
format is used that enables to present multiple values and source references in
the spreadsheet. The cell formatting is validated during the data transformation
process. Also other simple data validation rules are applied to find anomalies
during data conversions.

Change Propagation The POW data introduces the main MDS of POWs,
and a DO of war-time occupations. The WarSampo person DO is updated with
about 3,000 new person instances. POW camps and hospitals are modeled as
part of the Place DO.

The original dataset contains source references for separate pieces of infor-
mation, which are used in the RDF data model by employing RDF reification
for the prisoner records. This is a standard approach to modeling this kind of
provenance information on an RDF triple level.

The DOs of military ranks, military units, places (e.g. municipalities, camps
and hospitals), occupations and persons provide values for populating the POW
MDS. Their linking uses probabilistic entity linking, while also original values
are stored as literals. All changes in the DOs would require repeating the corre-
sponding entity linking process as according to the case DO→MDS in Section
3. I.e. if a new understanding about the historical war-time Occupation DO (cf.
Fig. 1) cause two occupations to be merged into one, resulting in the removal of
the obsolete one, any linking to the obsolete resources need to be updated.

Adding a new property value in the MDS can propagate the change to related
DOs, if the value doesn’t exist there (cf. Section 3, case MDS→DO). For example,
the new value could be a new military rank or a new occupation. When a new
POW record is added to the registry, the changes will propagate to the Person
DO, either through the linking to an existing person, in which case the person
instance is enriched, or through the creation of a new person instance.

The POW records are mapped to the Person DO using probabilistic record
linkage [5], where each POW’s information is compared with the information in



the WarSampo person instances to find matches that have high enough similar-
ity. As the record linkage needs to be able to adapt to changing input dataset,
as well as to the changes in the Person DO, a machine learning approach was
used, which employs logistic regression based on weighted comparisons of a set
of predefined attributes. The weights are calculated based on training data,
which is initially acquired from a previous, simpler record linkage implementa-
tion, based on manually defined fuzzy matching, and updated manually during
linkage iterations. With the machine learning approach, the entity linking pro-
cess automatically adapts to changes in the POW MDS and Person DO. The
linking process needs to be redone when the POW MDS changes.

New person instances are then created for the unlinked POW records and
added into the Person DO. With the probabilistic linkage, it is possible that
a record is not mapped because there is not enough information about either
the POW record, or the person instance, to create a mapping between them.
Modifying the information in either the MDS or the DO means that the whole
record linkage process should be redone.

Semantic Portal Changes A new application perspective has been added
to WarSampo to explore, analyze, and visualize the information contained in the
POW metadataset. The perspective is similar to the earlier casualties perspec-
tive, which is used to show information from the death records to the user.

In addition, integrating the prisoners of war data into WarSampo has caused
several necessary changes to other parts of the semantic portal. Allowing multiple
values for properties with provenance data changes how the information can be
presented in a person’s home page and how to visualize the data. People’s home
pages in WarSampo were updated to show information combined from multiple
sources (death records, prisoner records, Wikipedia) with source information
next to each piece of information.

7 Conclusions

A key lesson learned in our work is that one should make all data transforma-
tions and linking into repeatable, automated processes to be able to handle
change propagation automatically. In the early stages of building WarSampo, the
importance of this was not obvious, and for some early WarSampo datasets, the
transformation processes were never completely automated. Automating them
now would require considerable effort because the datasets have gone through
undocumented processes that are not easily repeatable.

The transformation processes should be built using a modular structure, to
make the processes maintainable, and to enable the reuse of code for other
data integration. In a dynamic LDC, the entity linking processes need to be able
to adapt to common changes in all of the graphs.

Maintenance of an LDC using a complex data model, such as CIDOC CRM,
is difficult natively in RDF format. For complex DOs and MDSs, it is easier
to update the data in simpler formats, such as Dublin Core, and maintain the
transformation processes that build the graphs of the LDC. The complexity of



the transformation processes grows as they need to handle the creation or up-
dating of missing or uncertain resources in incomplete DOs shared by multiple
MDSs. Simple, independent DOs (e.g. military units, occupations) can be main-
tained directly in RDF format, whereas more complex DOs like Persons require
a different approach.

DOs differ from each other by nature. For example, covering and disam-
biguating all military ranks is clearly a simpler task than performing the same
task with all wartime places. In general, it is not realistic to assume that the
DOs completely cover their domain.

Integrating data into a LDC is more laborious than simpler ways of pub-
lishing the data in independent data silos. However, the result is an interlinked
knowledge base, a Linked Data Cloud, where the interlinked graphs enrich each
other, creating a whole that is greater than the sum of its parts.
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