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Abstract. The semantic web is based on ontologies and metadata thexeisd
resources using ontologies. This indexing is called animstaOntology based
information retrieval is an operation that matches thevegiee of an annotation
or a user generated query against an ontology-based kngeviease. Typically
systems utilising ontology-based knowledge-bases ararmstirrportals that pro-
vide search facilities over the annotations. Handlingdaagswer sets require
effective methods to rank the search results based on neleva the query or
annotation. A method for determining such relevance is argueisite for ef-
fective ontology-based information retrieval. This papegsents a method for
determining relevance between two annotations. The metbosiders essential
features of domain ontologies and RDF(S) languages to sugptermining this
relevance. As a novel use case, the method was used to imglarkeowledge-
based recommendation system. A user study showing pramissults was con-
ducted.

1 Introduction

The semantic web [4] promotes the use of explicit backgrdunodviedge (metadata) to
manage diverse resources. Metadata has a defined meangngidf a domain ontol-
ogy that provides a shared conceptualisation of the donfaliscourse [9]. Resources
are indexed using metadata schemas and values from dom@ilogias. Resources
indexed with ontological values are called annotationsil§\the research of the log-
ical structure of the ontologies and metadata schemas hasdgeauch popularity in
the past years, the methods for information retrieval haainiy concentrated on strict
boolean querying of a knowledge-base rather than assesdevgnce for the annota-
tions in the knowledge-base. Good examples can be foundétdeofi semantic portals
[14], that provide search facilities to access the data.yM&rthe portals so far have
utilised search facilities that are based on Boolean gsieriéacet-based search [2, 16].
To enable effective information retrieval, methods forkiag and clustering the search
results are a necessity.

The relevance determination problem has an important baakgl in text retrieval
where document-term matrices are used to calculate sitpilarthe documents [5].
Good results have been achieved witidf weighting of the feature vectors [19, 3].



The majority of current research in ontology-based infdromaretrieval has focused
on crisp logic with intelligent user interfaces to formedhe query [16]. These have
been further developed to support fuzzy logic [10]. Deteing structural similarity
has been investigated in SimRank [13], SimFusion [20], AlRank [1] and Swoogle
[8]. SimRank measures similarity of structural contextg,doncentrates only on graph
theoretical model instead of feature vectors. SimFusiorsiciers object features, but
does not bind the features to ontologies. The Swoogle seagihe useterm rankand
onto rankalgorithms to provide the relevance to predict correct lmgipand instances
for terms and concepts. However, Swoogle concentrates tching classes and terms
to ontologies, but does not consider the mutual relevane@obtations. AKTiveRank
uses semantic similarity and the alignment of the terms paise ontologies as a
ranking principle.

In this paper we present a method that calculates the mutiealance of anno-
tations. Unlike SimRank, SimFusion, Swoogle and AKTiveRare concentrate on
the relevance of the annotations based on the underlyingaishoontology. We ex-
tend thetf-idf [19, 3] method by considering essential features of the diomatolo-
gies and RDF(S) languages. The method can be used for nusnapplications such
as knowledge-based recommendation [15, 7], informatitnexal and clustering [3].
As a novel use case we present a recommendation system iemgledrwith a real-
life dataset. Finally, we show initial empirical resultsifin a user test that support the
method.

2 Knowledge Representation on the Semantic Web

2.1 Representation of Annotations

The Semantic web contains metadata about resources. Traslate is called annota-
tions. Annotations are formulated with a RDF(S) [6] langeilaghere each statement
about the resource is given asamotation triple A set of annotation triples describe
aresource:.

An annotation is a set of tripleE = {< subject, predicate, object >}, where
at least oneubject = x (i.e. it is connected to the resource that is being annatated
Triples that have a resource as the object value are cafieaogical elementdriples
with literal values are calleliteral elementsin this paper, we are concerned with on-
tological relevance and therefore only ontological eletaamne considered.

In addition to the triples, RDF Schema language (RDFS) defirschema for RDF.
RDFS separates classes and instances. For example a SeorgeWBushkould be
defined to be an instance of the clasBessonandPresidentIn RDFS classes can be
defined as subsumption hierarchies. For example Blessidentcould be defined to be
asubClassO#f classPoliticalRole

We next present requirements for a method by which the ogyeb@ased semantic
relevance between resources can be determined.

2.2 Requirements for Annotation Relevance Calculation

To fully support the data model behind RDF(S), the followgrgeria must be taken
into account by the method determining the relevance:



1. Classes and instancesA typical approach in knowledge representation is to
separate classes and instances. For example, when angaatieb page with
the resourceGeorgeWBush'the particular instance of a class, s&plitician’,
is referred to. Any other annotation stating something atllbe same resource
'GeorgeWBushivould also refer to this particular instance. The instarw@iag
approach leads to undisputed benefits because the restiareza unique identi-
fier. However, if the instance is commonly referred in theWwlsalge-base it may
over-dominate traditional retrieval methods.

2. Subsumption Concepts in the domain ontologies are typically orderedub-
sumption hierarchies. For example, @eorgeWBushis an instance of the class
"Politician’ this could be subsumed by the cldBsrson. Itis clear that the fact that
it is implicitly known that’GeorgeWBushis also related to clas®erson’ has to
be taken into a consideration by information retrieval roet) but intuitively with
less relevance than the claBslitician’, since persons may also be non-political.

3. Part-of relations. In addition to subsumption, many domain ontologies intie
relations to support the theory of parts and wholes (partFafr example, if a re-
source is annotated with the instaribiew York City; it may be relevant in the
scope of New York Statedue to the part-of-relation between the resources, al-
though the notion of the state does not subsume the notidmeddity. Part-of re-
lations are useful in information retrieval, but requir@paeate handling from sub-
sumption relations [17].

Next we present the method for determining ontology-basediation relevance
where these requirements are taken into consideration.

3 A Method for Determining Semantic Relevance of Annotatios

Consider resources andy. The ontological relevance of a resourcey, when a re-
sourcer is given, is defined by the quadripartite relatisn

Sci{<uzyre>|reCyeCr=ar(ann(z),ann(y)) € [0, 1], eis aliteral},

where C' is the set of resourcesy is a real valued functiomnnotation relevance
expressing how relevant is givenz, ann is a function returning annotation triples
for a resource, and is a literal explanation of why, is relevant givenz. A tuple
< z,y,r,e >€ S intuitively means that# is related to itemy by relevance: because
of ¢". For example:

<GeorgeWBush, WhiteHouse, 0.8, "George W. Bush workindilitehbuse™>

The relevance relation can be used in semantic recommetidimgvides the set of
explained recommendations for each content itlem addition, the relevance relation
could be used for clustering or as a search base of its owe iétld-user is interested
in finding relations between resources instead of resotinessselves.

Below, we first present a method for computing the annotatadevancer =
ar(ann(x),ann(y)) for resources andy, and then discuss how to provide the ex-
planatione.



A widely used method for determining the relevance of a deentrwith respect to
a keywordk is tf-idf [3]. Here the relevance, of a document! with respect tok is
the product of term frequencyf and inverse document frequend§ff r, = tf x idf.
The term frequencyf = ny/nq is the number of occurrences bfin d divided by
the numbem, of terms ind. The inverse document frequencyii§f (d) = 1091\%
whereN is the number of documents aid, is the number of documents in whiéh
appears. Intuitivelytf-idf determines relevance based on two compondhitsdicates
how relevant is w.r.t.d andidf lessens the relevance for terms that are commonly used
in the whole document set.

Our case is different from the classical text document ee#tli in the following
ways. First, the document set is a set of ontological aniooist Thetf component
cannot be based on term frequency a-idf. Second, we will not search for relevant
documents with respect to a key word, but try to find semalhticelated ontological
annotations. To account for these differences, we devi$dike measuregwerse class
factor, inverse instance factpandinverse triple factothat account for the global usage
of classes, individuals and triples in the annotations.

Definition 1 (inverse class factor).The inverse class factarf(c) for a class c is
icf(c) = logNﬂC, where N is the total number of instances of all classes usdhein
annotations, andV.. is the number of instances of the class

Intuitively, icf(c) is higher for annotation instances whose class are rarelg us
annotation.

Definition 2 (inverse instance factor).The inverse instance facteif(:) for an in-
stanceiis i f(i) = log%, where | is the total number of instances shared by the anno-
tations, andh is the number of usage of the instarice

This measure takes into account the fact that instanceseahdred by the anno-
tations. The idea of usiniif(i) will be to lessen relevance of content items that share
same instances, when such instances are commonly used.

In order to define the inverse triple factor we first define tredcatecmatch(x, y)
for matching two instances ananactch(p, g) for matching two properties (rdf predi-
cates). Leti(x) denote the class of instaneesp(c) denote the set of superclasses of
classc, andpr(p) denote the set of super properties of propgrtyhen:

cematch(z,y) = true if . = yorcl(x) € sp(cl(y))
pmatch(p,q) = true, if p =g orp € pr(q).

Definition 3 (inverse triple factor). The inverse triple factoit f (¢) for a triple

t =< s,p,0>is:itf(t) = log%, whereT is the total number of annotation triples
< §',p',0' >, suchthatmatch(s’, s) andpmatch(p’, p) andematch(o’, o) hold, and
N is the total number of annotation triples.

In addition, a measure is needed to determine the relevataebn two instances
based on the class membership, part-of, and an instanceatange relations in the
domain ontology:



Definition 4 (ontological instance relevance).
The ontological instance relevance of instagagiven instance: is

it f (y) x icf(cl(y)) if cmatch(x,y)
oir(z,y) = < 0.70 x i f(y) x icf(cl(y)) if partOf(y,z) or partOf(cl(y),cl(x)),
0 otherwise

wherepartO f(z,y) is true if z is a part ofy. If two first cases match at the same
time, the maximum value is selected.

The ontological instance relevance is given by the prodtith® inverse instance
factor and inverse class factor. The similarity can be dated if the instance between
annotation objects is shared or the class membership ofatgettinstance is in the
transitive closure of the class membership of the sourdarnes. In addition the tar-
get instance or target class membership can be connectbd smtrrce instance or to
the source class membership with a part-of relation. We haee 0.70 as the part-of
multiplier based on extensive empirical tests by Rodriqaed Egenhofer [17]. Intu-
itively, oir(z,y) is high, i.e.y is relevant forr, wheny andsp(cl(y)) are rarely used in
annotations, and andy are related by hyponymy, meronymy, or equivalence.

The ontological triple relevance can now be defined.

Definition 5 (ontological triple relevance). The ontological relevance of a triple
y =< s,p,0 >, given a triplex =< s',p’,0’ > and assuming thatmatch(p, p’)
holds, is:

otr(z,y) = oir(s,s") + oir(o,0") + it f(y).

Intuitively, otr(x,y) is high, i.e.y is relevant forz, when the subject and object of
y are relevant given the subject and object:pfespectively, and is rarely used.

Finally the annotation relevance is the sum of the ontollgiiple relevances for
the annotations.

Definition 6 (annotation relevance).The annotation relevance-(A, B) of an anno-
tation A, given an annotatiom, is

ZaeA’beB otr(a,b)

3

ar(A,B) =
Tt

wheren, is a number of triples in a target annotation used as a norgadion factor.

When determining the values:(x, y), the explanation literad can be formulated
based on the labels of the matching triples.
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Fig. 1. CULTURESAMPO user interface showing a photograph, its metadata, andrsEmacom-
mendation links.

4 Implementation and Evaluation

The method presented above has been implemented in the mesrafation system of
the QULTURESAMPO prototype portal [11]. A user study was conducted to evaluat
how well the method predicted the ranking of the resourcespeased to opinions of
the users. In information retrieval systems, the usersliysuant to see just ten to
twenty documents, and if these do not correspond to thenrdtion need of the users
the search is re-adjusted [3]. This is why in practical aggtlons, such as knowledge-
based recommendation, the ranking of the documents is @attask.

A user study was conducted to evaluate the method. The hggisttested was:
does the ranking performed by the annotation relevanceadetbrrespond with the
end-user’s opinion of the ranking. In practice this meassrtg whether the users liked
more the recommended resources ranked higher (target @éntsibased on a source
resource (source document) they were looking at.

The most obvious way to measure this is to calculate the letioa between the
ordering of the items made by the method and by the user. Basagreliminary user
test, it turned out that the ordering of the documents wdiedif for the users. However,
the users indicated that it was rather easy to classify thaments into two groups: the



highly relevant and less relevant. Therefore, this simahking dichotomy was used in
the test.

4.1 Dataset

The dataset used contained annotations of three diffeemaiurces: images of mu-
seum items, images of photographs and images of paintingsseTwere annotated
by domain experts in Finnish museums. The General Finnidol@yy (YSO) [12]
was used as a domain ontology. This domain-ontology canefsinore than 23.000
classes organised in subsumption and part-of hierarcB@®gen documents were ran-
domly selected as source documents representing the sasmérces: two images of
museum items, three images of photographs and two imagesimfrigs. Ten target
recommendations were then calculated for each source daduepresenting the tar-
get resources, which resulted to a set of 70 target documBmscalculation was per-
formed against a knowledge-base that contained annosgagforearly 10.000 resources
of before-mentioned types.

The five top-ranked recommendation documents given by otinadewvere con-
sidered thehigher relevance groupThe other five, théower relevance groupwere
a sample of the lower half of the ranking based on the mediewarce. To exclude
highly non-relevant recommendations its was requiredttresource document and its
target recommendation should share at least two triples.

4.2 Test Setting

Figure 1 illustrates the user interface showing a page ab@liotograph in a dataset.
The pages were printed without the recommendations thabeaseen on the right
side of the figure. A card sorting experiment was conductsddban the printed pages
[18]. Seven test subjects were first asked to classify themerendations according
to the seven source documents, based on the metadata amdatfpe. iAfter this the
subjects were asked to formulate the higher relevance gradpghe lower relevance
group for each source document. In both tests the test sabjesre able to leave a
target recommendation document out, if the they felt thati$ not relevant given any
source document.

4.3 Results

The right source document for a recommendation was found iper cent (%) of the
cases. Test subjects then classified the items in the higlesance group correctly in
82% of the cases. From the documents that were classified tired@rong group, 23%
were in the higher relevance group and in 77% in the loweraglee group. The share
of the target recommendation documents that the test dshjere unable to classify
into either the high or low relevance group, 5% were in higteéevance group, and
95% in the lower relevance group.



4.4 Conclusions of Empirical Evaluation

These results show that the method predicted the relevangevell for a first attempt:

only 5% of the recommendations were left out as non-relevdhdf the recommenda-
tions left out were from the lower relevance group. Only 18%he recommendations
were classified wrongly in the higher relevance group (idirig the items that still be-
longed to the lower relevance group). Only 3% of the reconrdagans were classified
under the wrong source item in the higher relevance group.

5 Conclusions

Previous work in knowledge-based recommendation and bigéssance has focused
on measuring the similarity of feature vectors [7, 15], vehsimilarity measures are
used to calculate nearest neighbours from a vector spatseapproach works well in a
single domain, where features can be predefined and weisgessed for features. The
tf-idf methods have shown promising results in measuring theaetevin information
retrieval from natural language documents [3].

Our work extends such measures by adopting the ontologyharahinotation triples
as a source for feature matching. In term#-odif, we have extended thiéf component
to consider three essential features of ontology-basedmegs namely separation of
classes and instances, support for subsumption and suppgart-of relations. We
have implemented the method in the semantic portaf@RESAMPO. In addition, we
have conducted a user study that gives preliminary empiigdence of the value of
the approach.
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