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Motivaatio
● Digitaalisten ihmistieteiden tutkimuksessa rakenteellinen data (esim. 

tietämysgraafeista löytyvä data) on tärkeässä roolissa
○ Paljon dataa on kuitenkin saatavilla vain vapaamuotoisena tekstinä (tai 

kuvamuodossa) + vaihtelevalla määrällä metadataa
● Laajat kielimallit (Large Language Model, LLM) tuovat uusia 

mahdollisuuksia tällaisen datan helpompaan muuntamiseen 
koneymmärrettävään muotoon

○ Sisällyttämällä prosessissa myös tietämysgraafeja voidaan hyödyntää molempien 
vahvuuksia (→neurosymbolinen tekoäly)

● SampoSammon yhteydessä mielenkiinnon kohteena erityisesti 
yhteyksien poimiminen teksteistä henkilöiden ja paikkojen välillä



Sääntöpohjainen tiedon poimiminen
● Sääntöpohjaista tiedon poimimista voidaan tehokkaasti hyödyntää teksteissä, joissa 

haluttu poimittava data on ilmaistu säännöllisessä muodossa
○ Esim. synnyin- ja kuolintiedot muodossa 

“S [synnyinaika (D)D.(M)M.YYYY-muodossa] [synnyinpaikka perusmuodossa], 
K [kuolinaika (D)D.(M)M.YYYY-muodossa] [kuolinpaikka perusmuodossa]”

Ida Aalbergin kansallisbiografia 
(https://biografiasampo.fi/henkilo/p874)

https://biografiasampo.fi/henkilo/p874


Nimettyjen entiteettien tunnistaminen ja 
linkittäminen

● Nimetty entiteetti:  Entiteetti, johon voi viitata erisnimellä, kuten 
esimerkiksi henkilö (esim. Matti Meikäläinen) tai paikka (esim. 
Helsinki)

OntoNotes-projektissa käytetyt nimettyjen entiteettien tyypit
(https://catalog.ldc.upenn.edu/docs/LDC2013T19/OntoNotes-Release-5.0.pdf#page=21)

https://catalog.ldc.upenn.edu/docs/LDC2013T19/OntoNotes-Release-5.0.pdf#page=21


Nimettyjen entiteettien tunnistaminen ja 
linkittäminen

● Nimettyjen entiteettien tunnistus (Named Entity 
Recognition, NER): Tekstistä tunnistetaan nimetyt entiteetit

“Yritys A:n perustaja Matti Meikäläinen muutti Helsinkiin vuonna 1994.”

NER

“Yritys A:n perustaja Matti Meikäläinen muutti Helsinkiin vuonna 1994.”
(organisaatio) (henkilö) (paikka) (ajankohta)



Nimettyjen entiteettien tunnistaminen ja 
linkittäminen

● Nimettyjen entiteettien linkittäminen (Named Entity Linking, 
NEL): Nimetyt entiteetit linkitetään yksilöiviin tunnisteihin (esim. 
Wikidata URI:t)

“[…] muutti Helsinkiin vuonna [...]”

http://www.wikidata.org/entity/Q1757 
(Helsinki Wikidatassa)

Esim. onko kirjan tapahtumapaikka Georgia 
(valtio) vai Georgia (osavaltio, USA)?

○ (NER →) kandidaattien generointi → disambiguointi

http://www.wikidata.org/entity/Q1757


SampoSampo: LLM-pohjainen 
henkilö–paikka relaatioiden generointi

● Relaatioiden generoinnin apuna 
Biografiasammon biografiset tekstit, 
joille NER + NEL on tehty
→ Henkilön biografiatekstin tunnistetut 
paikat pohjana mahdollisille relaatioille 
(jonkinlainen relaatio todennäköisemmin olemassa)

Arto Paasilinnan kansallisbiografia 
(https://biografiasampo.fi/henkilo/p4752)

Tunnistettuja paikkoja 
(mahdollisia uusia yhteyksiä 

Arto Paasilinnalle)

https://biografiasampo.fi/henkilo/p4752


SampoSampo: LLM-pohjainen 
henkilö–paikka relaatioiden generointi

● Kielimallin tehtävä yksinkertaistettuna: Generoi yhteyksiä henkilön 
[tietämysgraafista poimittu henkilö] ja paikan [valitun henkilön 
biografiassa mainittu paikka] välillä hyödyntäen henkilön 
biografiatekstiä sekä saatavilla olevia internetlähteitä
○ Jokaiselle yhden henkilön biografiassa mainitulle paikalle oma pyyntönsä 

mallille
○ Joitakin selvästi virheellisesti tunnistettuja paikkoja poistettiin generoitavien 

henkilö–paikka parien listalta (esim. biografiassa mainittu Johannes hyvin 
todennäköisesti viittaa henkilöön eikä entiseen kuntaan Johannes)



SampoSampo: LLM-pohjainen 
henkilö–paikka relaatioiden generointi

● Mallina toimi OpenAI:n GPT-5 mini (työkaluina verkkohaku)
● Mallin vastaukset pyydettiin JSON-muodossa, jotka jälkikäteen muutettiin 

RDF-muotoisiksi ja vastaamaan muiden SampoSampoon sisältyvien 
yhteyksien datamallia

● Yhteyksien tietojen lisäksi (kuvaus, ajankohta jne.) mallia pyydettiin 
listaamaan käytetyt internetlähteet ja lyhyt selostus siitä, mitä tietoa malli 
väittää saaneensa lähteestä
○ Toiveena edes jonkinlainen provenienssitieto, jonka avulla yhteyden 

todenmukaisuutta voisi alkaa arvioida



SampoSampo: LLM-pohjainen 
henkilö–paikka relaatioiden generointi



SampoSampo: LLM-pohjainen 
henkilö–paikka relaatioiden generointi



Muita LLM:ien ja tietämysgraafien 
yhdistämisen mahdollisuuksia

● Tietämysgraafeissa olevia tekstejä voi LLM:ien avulla 
○ asiasanoittaa ja klassifioida haluttuihin kategorioihin
○ poimia tapahtumia yhteyksien sijaan

● Tekstien lisäksi LLM:iä voidaan käyttää datan poimimiseen 
kuvista (ja muusta multimodaalisesta datasta valitun mallin 
tuettujen datatyyppien puitteissa), esim. generoimalla 
asiasanoja tai tekstuaalisia kuvauksia taideteoksista



Lopuksi

● Laajat kielimallit mahdollistavat monipuolisemman datan generoinnin 
ja poiminnan digitaalisten ihmistieteiden aineistoja varten

● Tietämysgraafien sisällyttäminen prosessissa parantaa tulosten 
laatua
○ Tulosten rajaaminen (esim. henkilö–paikka parit SampoSammossa), 

luotettava konteksti mallille lähteeksi
● Hallusinaatioista ei kuitenkaan päästä koskaan kokonaan eroon 

→ provenienssitiedon näkyvyys käyttäjälle tärkeää luotettavuuden 
arvioimista varten



Kiitos!


